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XARK: An EXtensible Framework
for Automatic Recognition
of Computational Kernels
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The recognition of program constructs that are frequently used by software developers is a power-
ful mechanism for optimizing and parallelizing compilers to improve the performance of the object
code. The development of techniques for automatic recognition of computational kernels such as
inductions, reductions and array recurrences has been an intensive research area in the scope of
compiler technology during the 90’s. This article presents a new compiler framework that, unlike
previous techniques that focus on specific and isolated kernels, recognizes a comprehensive col-
lection of computational kernels that appear frequently in full-scale real applications. The XARK
compiler operates on top of the Gated Single Assignment (GSA) form of a high-level intermediate
representation (IR) of the source code. Recognition is carried out through a demand-driven anal-
ysis of this high-level IR at two different levels. First, the dependences between the statements
that compose the strongly connected components (SCCs) of the data-dependence graph of the GSA
form are analyzed. As a result of this intra-SCC analysis, the computational kernels corresponding
to the execution of the statements of the SCCs are recognized. Second, the dependences between
statements of different SCCs are examined in order to recognize more complex kernels that result
from combining simpler kernels in the same code. Overall, the XARK compiler builds a hierarchical
representation of the source code as kernels and dependence relationships between those kernels.
This article describes in detail the collection of computational kernels recognized by the XARK
compiler. Besides, the internals of the recognition algorithms are presented. The design of the al-
gorithms enables to extend the recognition capabilities of XARK to cope with new kernels, and
provides an advanced symbolic analysis framework to run other compiler techniques on demand.
Finally, extensive experiments showing the effectiveness of XARK for a collection of benchmarks
from different application domains are presented. In particular, the SparsKit-II library for the
manipulation of sparse matrices, the Perfect benchmarks, the SPEC CPU2000 collection and the
PLTMG package for solving elliptic partial differential equations are analyzed in detail.
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1. INTRODUCTION

The development and maintenance of applications that make an efficient use
of the computer architecture is a complex time-consuming task even for ex-
perienced programmers. The reasons for this are very varied. For instance,
the programming style usually needs to be adapted to the characteristics
of the compiler available in the target computer. This is a common practice
in the embedded arena where codes are often written with plenty of scalar
temporary variables in order to provide the compiler with an increased num-
ber of opportunities for optimization. Furthermore, in application domains
where performance requirements are paramount, the developer must use ei-
ther nonstandard extensions of programming languages or platform-optimized
libraries written in assembly language. These distinctive features often affect
code portability making it necessary to write different versions targeted for dif-
ferent computer architectures. The development of parallel applications adds
a higher level of complexity as, in addition, the programmer must cope with
the peculiarities of parallel computer architectures, namely, interconnection
network, shared or distributed memory, parallel programming paradigm, etc.

The cost of software development and software maintenance is highly influ-
enced by the uniprocessor and multiprocessor issues discussed above, specially
in application domains where hardware technology changes very fast (e.g., com-
puter graphics) because the code needs to be retargeted each time a different
architecture is launched. It is not a recent observation that compiler technology
plays an important role in reducing that cost. During the compilation process,
optimizing compilers apply automatic program analysis techniques that gather
information about the code. In the literature [Aho et al. 2006; Muchnick 1997;
Wolfe 1996; Allen and Kennedy 2002], automatic program analysis is addressed
from different perspectives, for instance, reaching definition analysis, depen-
dence analysis, live analysis, kernel recognition and inter-procedural analysis.
Although current optimizing compilers combine different types of techniques,
more sophisticated approaches are still needed in order to handle the complex-
ity of real applications.

Automatic kernel recognition is the process of discovering program con-
structs in the source code. In general, it can be sketched as matching a given
source code against a set of program constructs. This problem has been studied
for a wide variety of application areas that range from string matching and
replacement in text edition, through detection of induction and reduction vari-
ables in parallelizing compilers, up to program synthesis and modification in
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software engineering. Thus, kernel recognition techniques can be classified in
four levels according to the information required in order to match the set of
program constructs [Kozaczynski et al. 1992]: the text level, the syntactic level,
the semantic level and the concept level. At the text level, programs are repre-
sented as ASCII files directly. The application of recognition techniques is lim-
ited to string matching and replacement. At the syntactic level, the source code
is parsed in order to build an abstract syntax tree (AST) that preserves the logi-
cal information only. Thus, information to increase the readability of the code or
assist parsing, such as indentation, keywords, comments, etc., is not captured.
Examples of applications are variable renaming and one-to-one translation be-
tween language constructs. At the semantic level, the semantic specification of
the programming language in which the program is written is captured by an-
notating the AST with data and control flow information. Constant propagation
and common subexpression elimination are standard compiler techniques that
fit in this category. In many situations, it is usually insufficient to understand
only the syntax and the semantics of a program. For instance, in software main-
tenance, the programmers must have gained an adequate understanding of the
functionality of the code, that is, what the code is supposed to do, before they
can modify it. This information is captured at the concept level, by annotat-
ing program ASTs with both semantic information and abstract concepts. The
concept level can be further divided. On the one hand, the domain-independent
concept level describes the functionality of the code from the point of view of
the programmer. Thus, the program is represented in terms of programming
concepts such as inductions, scalar reductions, irregular reductions or array
recurrences. Examples of kernel recognition techniques that work at this level
are Arenaz et al. [2003], Gerlek et al. [1995], Pottenger and Eigenmann [1995],
and Suganuma et al. [1996]. On the other hand, the domain-specific concept
level takes into account the knowledge about problem solving that is handled
by the experts in a given application domain. For instance, imposing constraints
on the access patterns of the read-only arrays of a scalar reduction, enables the
recognition of either the inner dot product of two vectors in the linear algebra
domain or the convolution of two signals represented as vectors in the signal
processing domain. Some approaches proposed in the literature are di Martino
and Iannello [1996], Keßler and Smith [1999], and Paul and Prakash [1994].
The resulting five levels of program information are shown in Figure 1. Note
that the levels are not mutually exclusive but inclusive. Therefore, recognizing
at a higher level requires recognizing at lower levels.

The focus of this article is the presentation of an extensible compiler frame-
work for automatic recognition of domain-independent concepts (from now on,
kernels). The main contribution is three-fold. First, the explanation of a com-
prehensive collection of kernels that appear in regular and irregular codes or-
ganized into families of kernels that share common properties. Some examples
are inductions, reductions, masked operations, irregular assignments, irregu-
lar reductions, array recurrences and consecutively written arrays. Note that
current optimizing compilers recognize these kernels in isolated stages that are
usually run in a strict, predefined order in different moments of the compila-
tion process. While such a strict separation into stages may simplify the design
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Fig. 1. Five-level classification of kernel recognition techniques according to their requirements
about program information. For each level, typical examples of applications are presented.

and implementation, it generally leads to higher compilation-times than an all-
in-one recognition stage. Second, the description of the internals of the XARK
framework. XARK is based on a demand-driven classification method that ana-
lyzes the Gated Single Assignment (GSA) program representation. This article
presents an algorithm for the recognition of the kernels represented by the
strongly connected components of the data-dependence graph of the GSA form,
and an algorithm for the recognition of more complex kernels that arise when
the simpler kernels are combined in the same code. And third, extensive ex-
perimental results that show the efficacy of the recognition scheme for a set of
well-known benchmark suites are included. The experiments demonstrate that
XARK provides a more general solution than previous techniques for automatic
kernel recognition at the domain-independent concept level. In addition, they
show practical evidence that a relatively small set of kernels enables automatic
recognition across different application domains.

The rest of the article is organized as follows: Section 2 gives a general
overview of the XARK compiler. Basic ideas and terms that will be used in the
explanations are also introduced. Section 3 describes in detail the collection of
kernels considered in this work. Sections 4 and 5 present detailed descriptions
of the internals of the recognition algorithms. Section 6 shows the experimental
results. Section 7 discusses the robustness, the time complexity and the exten-
sibility of the XARK compiler. Finally, Section 8 compares the approach with
related work, and Section 9 concludes the paper.

2. OVERVIEW OF THE XARK COMPILER

Current optimizing and parallelizing compilers use several intermediate rep-
resentations (IRs) during the translation of the source code into object code
targeted for the underlying computer architecture. The level of abstraction of
these IRs vary greatly from low-level IRs that represent the code in a man-
ner that is very close to assembly language (e.g., RTL of GCC [GCC Inter-
nals]), to high-level IRs that resemble the original source code (e.g., GIMPLE
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Fig. 2. Overview of the XARK compiler framework.

[Merrill 2003], Polaris IR [Faigin et al. 1994]). Code optimizations such as regis-
ter allocation and instruction scheduling are carried out on top of low-level IRs
because they are very dependent on the features of the underlying hardware
(e.g., set of instructions, special registers). In contrast, program transformations
for parallel code generation or locality improvement are usually implemented
on top of high-level IRs because the source code is represented in a clearer
manner.

Figure 2 presents an overview of the XARK compiler framework using as
a guide the example code at the lower left corner, which will also be used to
describe the XARK internals in detail throughout the paper. The code consists of
a loop doh that contains two kernels, namely, the computation of a consecutively
written array a (denoted by c/cwa), and the computation of the loop-variant
temporary variable t set to the value of the subscripted expression f(h) in each
loop iteration (denoted by c/subs). At run-time, consecutive entries of the array
a are written in consecutive memory locations determined by the value of the
linear induction variable i. The complexity of this loop comes from the fact that
i is incremented in one unit in those iterations where the condition c(h) is
fulfilled (denoted in c/subs by the prefix character c). In general, the condition
is not loop-invariant, so the value of i in each iteration cannot be calculated
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as a function of the loop index variable h. The statement t=f(h) represents
temporary computations that do not introduce loop-carried dependences during
the execution of doh.

The framework is built on top of a high-level IR that captures the seman-
tic specification of the programming language. It consists of a forest of ab-
stract syntax trees (ASTs) that represent the statements of the source code, a
data-dependence graph that represents data dependences between the ASTs
where a variable is defined and used, and a control flow graph (CFG) where the
ASTs are organized in basic blocks according to the control flow of the program.
In Figure 2, the example loop is represented as a directed graph whose nodes
and edges denote ASTs and data dependences between ASTs, respectively. For
the sake of clarity, the details about the loop index variable (h) and about the
CFG have been omitted. Note that the data dependences are depicted as use-def
chains in order to emphasize the demand-driven nature of the algorithms used
in XARK. The recognition process is divided in three stages: (1) GSA translator
for building the Gated Single Assignment (GSA) form of the code; (2) SCC clas-
sification algorithm for the recognition of the simple kernels represented by the
SCCs of the GSA graph, that is, the data-dependence graph of the GSA form;
and (3) kernel graph classification algorithm for recognition of the compound
kernels associated with sets of mutually dependent simple kernels. The rest of
this section presents the key ideas behind each stage, and introduces the IRs
built by XARK in order to summarize the relevant information extracted at
each stage.

2.1 Translation into GSA Form

The construction of the XARK compiler begins with the translation of the source
code into the Gated Single Assignment (GSA) form [Ballance et al. 1990]. GSA
is an extension of the well-known Static Single Assignment (SSA) form [Cytron
et al. 1991] where reaching definition information of scalar and array variables
is represented syntactically. The construction of the GSA form involves two
main tasks: first, placement of special operators (called φ generically) at the
points of the program with multiple predecessors in the control flow graph;
and second, renaming of program variables so that the left-hand sides of the
assignment statements define distinct unique variables. Different kinds of φ

operators are distinguished according to the point of the program where they
are inserted:

—μ(xout , xin), which appears at loop headers and selects the initial xout and
loop-carried xin values of a variable.

—γ (c, xtrue, xfalse), which is located at the confluence node associated with a
branch (e.g., if-endif construct), and captures the condition c for each def-
inition to reach the confluence node: xtrue if c is fulfilled; xfalse, if c is not
satisfied.

—α(aprev, s, e), whose meaning is that the element s of an array variable a is
set to the value e and the other elements take the values of the previous
definition of the array, denoted as aprev.
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A detailed description of an efficient translation algorithm is beyond the scope
of this paper and can be consulted in Tu and Padua [1995]. A GSA-like repre-
sentation called Partial Array SSA was proposed in Knobe and Sarkar [1998,
2000]. However, the φ operators defined in GSA present several advantages
from the point of view of XARK. First, the γ operator contains a predicate that
captures the condition of an if-endif construct, which enables the analysis of
conditions during the execution of the SCC classification algorithm. And sec-
ond, the α operator provides a compact representation where array assignment
statements are associated with a unique SCC of the GSA graph. This prop-
erty prevents code explosion and widens the collection of kernels that can be
recognized by the SCC classification algorithm.

In Figure 2, the GSA form is shown just above the source code of the con-
secutively written array. Note that new statements with special operators μ,
γ and α have been inserted in the code, and that all the statements define
different variables. Thus, each definition of a source code variable is repre-
sented by a different variable in GSA form (as usual, GSA variables are built
by subscripting the source code variable). The construction of the GSA form
results in the following changes in the compiler IR. First, each AST of a source
code statement is replaced with the ASTs of the corresponding statements
in the GSA code. And second, new data dependences that capture reaching
definition information between the GSA statements are introduced. Figure 2
shows the forest of ASTs that represent the GSA code (the nodes are labeled
with the unique GSA variables of the statements). The dashed dotted lines
remark the relationship between the source code variables a, i and t, and the
corresponding GSA variables. Note that, in the source code, the use-def chains
are sets of edges that link each use to the reaching definitions. However, in GSA
form, all use-def chains are singletons. Thus, the GSA graph captures the infor-
mation about reaching definitions and preserves the data dependences between
a, i and t.

2.2 Recognition of Simple Kernels

The second stage of XARK decomposes the GSA code into a set of mutually
dependent kernels called simple kernels. The key observation is that simple
kernels correspond to the statements of the SCCs of the GSA graph, which cap-
ture the flow of values of the source code variables at run-time. Focus on the
statements of the GSA code of Figure 2 that represent the induction variable i,
namely, the statements where the GSA variables i0, i1, i2 and i3 are modified.
Starting at the μ operator that defines i1, the external definition i0 determines
the value at the beginning of the first loop iteration. On subsequent iterations,
i1 takes the value calculated within the loop body during the execution of the
statement i3=γ (c(h1),i2,i1). The γ operator represents that, if the condition
c(h1) is true in the loop iteration h1, then i3 takes the value i2 defined in the
body of the if-endif construct. Otherwise, it takes the value i1 defined by the
μ operator at the beginning of the iteration. The right-hand side of the state-
ment i2=i1+1 also fetches the value i1 assigned by the μ operator. Thus, the
flow of values corresponding to the induction variable i during the execution
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of the loop is represented by an SCC in the GSA graph. Regarding the compu-
tation of array a, the key observation is that, unlike the source code statement
a(i)=t+2, the GSA statement a2=α(a1,i1,t2+2) defines the new value of array
a in terms of its previous value explicitly. This is achieved by means of the α

operator, which represents the definition of the element a2(i1) in terms of the
previous value of the whole array, in this case, the value a1 determined by the μ

operator inserted at the beginning of the loop body. The forest of ASTs and the
GSA graph depicted in Figure 2 show the SCCs associated with i and a. The
notation SCC(x1, . . . , xn) refers to the SCC composed of the ASTs related to the
GSA variables x1, . . . ,xn corresponding to different definitions of the source code
variable x.

The discussion above leads to an important conclusion: the computations
associated with every scalar variable defined in terms of itself and with ev-
ery array variable are represented by an SCC in the GSA graph. Thus, during
the second stage of the XARK compiler, the SCC classification algorithm an-
alyzes the forest of ASTs combined with the GSA graph and the control flow
graph, and determines the simple kernel associated with every source code
variable. In the example, three kernels are recognized: a conditional linear
induction (see Section 3.2) represented by the strongly connected component
SCC(i1, i2, i3) associated with the GSA statements i1=μ(i0,i3), i2=i1+1 and
i3=γ (c(h1),i2,i1); a conditional array assignment with a linear access pattern
(see Section 3.1) captured by the statements a1=μ(a0,a3), a2=α(a1,i1,t2+2)
and a3=γ (c(h1),a2,a1) of SCC(a1, a2, a3); and a conditional scalar assignment
(see Section 3.1) that represents a loop-variant sequence of values that are not
known at compile-time, which is captured by t2=f(h1) of SCC(t2), as well as
by t1=μ(t0,t3) and t3=γ (c(h1),t2,t1) of SCC(t1, t3).

The information extracted from the source code during the execution of
the SCC classification algorithm is summarized in an IR called kernel graph.
Figure 2 presents a simplified version of the kernel graph that only contains
the information that is relevant for this introductory section. The nodes and
the edges of the kernel graph correspond to SCCs and to use-def chains be-
tween statements of different SCCs, respectively. A detailed description of
the SCC classification algorithm and of the kernel graph will be presented in
Section 4.

2.3 Recognition of Compound Kernels

The third stage of the XARK compiler uses the kernel graph classification algo-
rithm in order to recognize compound kernels that consist of a set of mutually
dependent simple kernels. In the example of Figure 2, the isolated detection
of the simple kernels conditional linear induction (i) and conditional array as-
signment (a) does not provide enough information to recognize the consecutively
written array kernel. Thus, for the compiler to have success, the dependences
between both simple kernels have to be analyzed. In general, staged kernel
analysis approaches build kernels up from simple kernels (e.g., inductions) to
more complex kernels (e.g., reductions). However, staged approaches cannot rec-
ognize mutually dependent kernels, which require a comprehensive analysis of
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cyclic kernel dependence directed graphs (e.g., to recognize consecutively writ-
ten arrays).

The kernel graph exhibits the minimal set of properties that characterize a
compound kernel. The so-called scenario consists of a set of properties of the
use-def chains between SCCs as well as a set of properties of the correspond-
ing SCCs. The key idea behind the kernel graph classification algorithm is
the identification of scenarios and, in the following, the execution of appropri-
ate compile-time tests to confirm or discard the existence of the correspond-
ing compound kernel. In Figure 2, the kernel graph contains a use-def chain
SCC(a1, a2, a3) → SCC(i1, i2, i3) annotated with the label < , 1 >. This in-
formation is used in the SCC classification algorithm to distinguish different
situations in which a variable is used and thus to classify the use of the variable
appropriately. The annotation of the use-def chain is a mechanism to carry out
this information to the kernel graph classification algorithm so that the sce-
narios that characterize compound kernels can be detected. In this example,
the label indicates that the left-hand side (denoted as ) of the source code as-
signment statement a(i)=t+2 consists of one array reference whose subscript
expression is an occurrence of the induction variable i (denoted as 1 in the
label). Once this scenario has been detected, the compiler analyzes the control
flow graph to prove that every time a(i)=t+2 is executed, i=i+1 is also exe-
cuted. Furthermore, the compiler checks that i is incremented in one unit in
every loop iteration where c(h) is fulfilled. In codes such as that of the example
where this compile-time test is successful, XARK recognizes a consecutively
written array kernel. A detailed description of the kernel graph classification
algorithm will be presented in Section 5. Note that in order to capture the infor-
mation about the initialization and updating of induction variables and about
the access patterns of array variables, XARK uses the chains of recurrences
formalism first introduced in Zima [1986] and later improved in Zima [1995],
and van Engelen [2001].

The results of this stage are summarized in the code class [[c/cwa → c/subs]],
shown above the kernel graph in Figure 2. The code class exhibits the two
kernels computed in the loop: the computation of the consecutively written
array a (c/cwa), and the computation of the temporary variable t (c/subs).
In addition, the code class captures the dependence relationship between the
kernels, which is represented by a use-def chain → indicating that the values
stored in t are used in the computation of a.

Overall, the code class provides the compiler with a hierarchical description
of the program in terms of the kernels computed in the source code and the
dependence relationships between such kernels. In addition, all the informa-
tion extracted from the source code during the execution of the SCC and kernel
graph classification algorithms is annotated in the intermediate representa-
tions built by the compiler. Thus, the code class abstracts the implementation
details and, at the same time, meets the information requirements of other
passes of parallelizing and optimizing compilers. Examples of successful ap-
plication of XARK in the scopes of parallel code generation and compile-time
prediction of memory hierarchy behavior have been presented in Arenaz et al.
[2004] and Andrade et al. [2007], respectively.
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3. COLLECTION OF KERNELS

In the early stages of this work the SparsKit-II library [Saad 1994] and several
finite element numerical codes were analyzed manually in order to identify a
set of kernels that are frequently used by software developers.

A program consists of a set of variables that represent memory locations
where data are stored, and a set of statements that specify the way data are
manipulated. In a similar manner, a kernel is related to a subset of variables
and statements of a program. It should be noted that a kernel can be coded in
many different ways. For instance, the two codes shown below carry out the
same computations:

do h=1,n
a(h)=. . .

enddo

a(1)=. . .
. . .

a(n)=. . .

The loop-based version is used extensively in scientific applications that work
with large arrays. However, in embedded applications these loops are often un-
rolled in order to provide the compiler with more opportunities for optimization.
It is the job of the compiler to recognize the variations of a given kernel, even in
programs where the statements of the kernel are spread over the source code.

In order to describe the collection of kernels, some properties are introduced.

Definition 3.1. Let {v1, . . . , vn} be the variables of a kernel. It is a scalar
kernel if {v1, . . . , vn} are scalar variables. It is an array kernel if {v1, . . . , vn} are
array variables.

Definition 3.2. Let {v1, . . . , vn} be the variables of a kernel. It is a gated
kernel if there is at least one occurrence of vk (k ∈ {1 . . . n}) in the condition of
an if-endif construct that contains statements of the kernel. Thus, vk influences
the control flow of the statements of the kernel. Otherwise, it is a non-gated
kernel.

Definition 3.3. Let {S1, . . . , Sn} be the set of statements of a kernel. It is a
conditional kernel if ∃Sk (k ∈ {1 . . . n}) such that Sk belongs to the body of an
if-endif construct. Otherwise, it is a non-conditional kernel.

The rest of this section describes the collection of kernels organized into the
eight families presented in Table I, detailing whether the kernels included in
each family are scalar/array, gated/non-gated and conditional/nonconditional.
The description is illustrated with examples of kernels that appear in source
codes extracted from real applications.

3.1 Assignments

The simplest kernels considered in this work consist of storing a value in a given
memory location. Within a program, this memory location may be accessed
using either a scalar or an array variable. Thus, scalar assignments and array
assignments are distinguished, respectively.

Let the statement v = e represent a scalar assignment that stores the value of
expression e in the memory location given by the scalar variable v, where e does
not contain any occurrence of v. Both non-conditional scalar assignment and
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Table I. Collection of Kernel Families

Kernel Family S
ca
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ay
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ed
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ed

C
on

di
ti
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al

N
on

co
n

di
ti
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al

Assignments (Section 3.1)
scalar assignment

√ √ √ √
regular array assignment

√ √ √ √
irregular array assignment

√ √ √ √
Inductions (Section 3.2)

linear induction
√ √ √ √

polynomial induction
√ √ √ √

geometric induction
√ √ √ √

Maps (Section 3.3)
scalar map

√ √ √ √
regular array map

√ √ √ √
irregular array map

√ √ √ √
Reductions (Section 3.4)

scalar reduction
√ √ √ √

regular array reduction
√ √ √ √

irregular array reduction
√ √ √ √

scalar minimum/maximum reduction
√ √ √

regular array minimum/maximum reduction
√ √ √

irregular array minimum/maximum reduction
√ √ √

Masks (Section 3.5)
scalar find&set

√ √ √
regular array find&set

√ √ √
irregular array find&set

√ √ √
Array recurrences (Section 3.6)

regular array recurrence
√ √ √ √

irregular array recurrence
√ √ √ √

Reinitialized kernels (Section 3.7)
induction

√ √ √ √
map

√ √ √ √ √
reduction

√ √ √ √ √ √
mask

√ √ √ √
array recurrence

√ √ √ √
Complex written arrays (Section 3.8)

consecutively written array
√ √ √ √

consecutively reduced array
√ √ √ √

consecutively recurrenced array
√ √ √ √

segmented consecutively written array
√ √ √ √

segmented consecutively reduced array
√ √ √ √

segmented consecutively recurrenced array
√ √ √ √

conditional scalar assignment kernels can be found in real codes. For brevity,
the notation (non-)conditional will be used throughout the article to refer to
both the conditional and the non-conditional kernels. The computation of irow
in the loop doh of Figure 3(a) is an example of conditional scalar assignment.

Let the statement a(s) = e represent an array assignment that stores the
value of expression e in the memory location given by the sth entry of the array
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Fig. 3. Examples of kernels from real codes.

variable a, where there is not any occurrence of variable a in e. Different types
of array assignments will be distinguished according to the properties of the
subscript s. Parallelizing compilers have traditionally focused on array assign-
ments that appear in regular codes, where s can be rewritten as a linear, poly-
nomial or geometric function of the loop index. These kernels are called regular
array assignments. The computation of array y in the loop doh of Figure 3(b)
is a nonconditional regular array assignment. In particular, the regular access
pattern h is a linear induction (see Section 3.2) given by the loop index of doh.
Irregular codes contain irregular array assignments where s is a loop-variant
subscripted expression whose value cannot be determined at compile-time. The
computation of array iao in doj of Figure 3(c) is a nonconditional irregular ar-
ray assignment. Note that i+1 is a subscripted expression because the scalar
variable i takes the value of a different array entry, perm(j), at the beginning
of each doj iteration.

3.2 Inductions

In the literature, the term induction is used to represent the type of scalar,
integer-valued variables that are updated in all the iterations of a loop, and for
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which a well-defined closed form expression can be calculated. In this article,
this term will be used in a more general sense. If the variable is updated in every
loop iteration, it is a nonconditional induction. In real programs, however, the
variable can be updated conditionally during the execution of the loop. In this
case, it is a conditional induction.

The simplest form of induction is (non)conditional linear induction, where a
scalar, integer-valued variable is defined in terms of itself and some combina-
tion of integer-valued loop-invariant expressions; occurrences of other induction
variables are not allowed. Note that loop-invariants usually involve array refer-
ences, which may even contain subscripted subscripts. The recognition of more
complex inductions was shown to be of interest for the automatic analysis of
real programs [Gerlek et al. 1995]. Thus, (non)conditional polynomial induc-
tions are characterized by the addition of another linear induction variable to
the induction variable, and (non)conditional geometric induction by the prod-
uct of the induction variable and an invariant. In the literature, these kernels
are generically called basic inductions because the variable is defined in terms
of itself. When the variable is defined in terms of other linear, polynomial or
geometric induction variables, they are called derived inductions. The compu-
tation of the scalar variable ko in the inner loop dok of Figure 3(d) is a basic
non-conditional linear induction.

3.3 Maps

A distinguishing characteristic of inductions is that there is a closed form func-
tion that allows the computation of the next value of the variable starting from
its initial value (nonconditional inductions), or from its current value (condi-
tional inductions). In real codes, sequences of values that do not have such a
closed form are often used. This kind of computations will be referred to as
maps.

A map is a kernel where a variable is assigned the value of an array refer-
ence whose subscript expression contains an occurrence of the variable. Like
derived inductions, derived maps are defined in terms of the variable of another
map kernel. The kernel is called (non)conditional scalar map if the variable is
a scalar, and either (non)conditional regular array map or (non)conditional
irregular array map if it is an array. Different types of regular (e.g., linear,
polynomial, geometric) and irregular access patterns are allowed. An example
of non-conditional regular array map is shown in Figure 4(a).

3.4 Reductions

A reduction is usually defined as the process of obtaining a single element
by combining the elements of a vector [Allen and Kennedy 2002]. Well-known
examples are adding the elements of a vector (sum reduction), and finding the
minimum/maximum element in a vector (minimum/maximum reduction). In
this paper a definition that only takes into account the syntactical properties
of the program constructs is presented.
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Fig. 4. Examples of kernels from real codes (cont.).

3.4.1 Scalar/Array Nongated Reductions. A (non-)conditional scalar re-
duction is a kernel with one scalar variable that is defined in terms of itself
and at least one loop-variant subscripted expression. The scalar variable may
be either integer-valued or floating-point-valued. Derived scalar reductions are
also defined in terms of the variable of a different scalar reduction. An abstract
representation of a scalar reduction is v = v ⊕ e, where v is the reduction vari-
able, ⊕ is the reduction operator and e is an expression with zero occurrences of
v. The inner loop dok of Figure 3(b) contains a nonconditional scalar reduction
that involves subscripted subscripts of several indirection levels.

The kernel (non-)conditional array reduction is defined in a similar man-
ner. Let the statement a(s) = a(s) ⊕ e represent the computation of the sth
entry of the array variable a, where e does not contain any occurrence of a.
The characteristics of s lead to distinguish between regular array reductions
and irregular array reductions. The loop nest doi of Figure 4(b) calculates a
conditional irregular array reduction (array variable iwk).

3.4.2 Scalar/Array Gated Reductions. Another well-known reduction op-
eration is the computation of the minimum (or maximum) value of a set of val-
ues. It is usually implemented as a loop that, in each iteration, compares the
value of the reduction variable with an element of the set. In comparison with
non-gated reductions, the distinguishing characteristic is the implementation
of the reduction operator using if-endif constructs that check the value of the re-
duction variable. This type of kernel is called either scalar minimum reduction
or scalar maximum reduction. The code of Figure 3(a) calculates a scalar min-
imum reduction where minlen is the reduction variable and {ia(h+1)-ia(h);
h=2. . .nrow} is the set of values. A variant of a minimum/maximum reduc-
tion that is frequently used in real codes consists of gathering additional
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information about the reduction variable, for instance, the position of the min-
imum (or the maximum) value within the set. This variant of the kernel will
be termed scalar minimum/maximum with index reduction. An example in-
volving the scalars minlen and irow is shown in Figure 3(a). It should be noted
that array minimum/maximum reductions, with and without index, appear in
real codes as well. Regular and irregular access patterns to the array variable
are also allowed. An example is the computation of the minimum with index of
each row of a matrix.

3.5 Masks

Masks are conditional gated kernels that modify the value at a memory location
if its content fulfills a Boolean condition. When a scalar variable is involved,
the kernel is called scalar find&set. A typical example is a loop that contains
a set of statements that are executed only in the first loop iteration. When the
condition is true, such statements are executed and the condition is set to false
to avoid the execution in the subsequent loop iterations. The masks that involve
array variables are called regular array find&set or irregular array find&set.
The loop doh of Figure 4(c) contains a regular array find&set where the array
variable diag presents a linear access pattern.

3.6 Array Recurrences

The non-gated kernels described in Sections 3.1–3.4 represent assignment and
reduction operations. Given the computation a(s) = e, they cover the cases
where there are zero and one occurrences of a(s) in e, respectively. There is a
remaining case where e contains a set of occurrences a(s1), . . . , a(sm) so that, in
the general case, the subscripts s, s1, . . . , sm are different. This kernel is called
(non-)conditional array recurrence. Access patterns to the array variable may be
either regular or irregular. Note that in the classical sense, an array recurrence
satisfies the additional constraint that at least one subscript is symbolically
less than s, which is an important property in the scope of application domains
such as parallelizing compilers. The computation of the array iao in doj of
Figure 4(d) is a nonconditional regular array recurrence with a linear access
pattern.

3.7 Reinitialized Kernels

Real codes may contain more elaborate program constructs built from kernels
described in the previous sections. From a graphical point of view, they can be
interpreted as a point in a multidimensional space where the kernels are the
values represented in the axes. Thus, a reinitialized kernel is as follows: first,
an assignment (Section 3.1) that sets a scalar/array variable to a given value
at the beginning of every iteration of a loop; and second, an induction, a map,
a reduction, a mask or an array recurrence (Sections 3.2–3.6) that updates
the value of the scalar/array variable during the execution of an inner loop.
A reinitialized non-conditional linear induction is presented in the loop doii
of Figure 3(d) using ko as scalar variable. Note that, at run-time, ko is set
to the value of the subscripted expression iao(perm(ii)) at the beginning of
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each doii iteration, the variables iao and perm being loop-invariant arrays. A
reinitialized non-conditional scalar reduction to compute a temporary sum t is
shown in Figure 3(b).

3.8 Complex Written Arrays

Another interesting family is called complex written array. It consists of a scalar
kernel (e.g., induction, reinitialized induction, scalar reduction) that defines
the array entries to be modified during the execution of the code, and an ar-
ray assignment whose left-hand side subscript is a linear function of the scalar
variable. When the scalar kernel is a (non-)conditional linear induction of step
one, the kernel is called (non-)conditional consecutively written array [Lin and
Padua 1998]. Examples are shown in loop dok of Figure 3(d) involving the lin-
ear induction variable ko as the subscript of the arrays ao and jao. When the
scalar kernel is a reinitialized linear induction of step one, it is called (non)
conditional segmented consecutively written array. Note that in the scope of
the outer loop doii of Figure 3(d), ao and jao fit into this category as ko is
a reinitialized linear induction variable of step one. The variety of complex
written arrays considered in this work is shown in Table I, including kernels
that involve an array reduction or an array recurrence instead of an array
assignment.

4. RECOGNITION OF SIMPLE KERNELS

In general, the computations carried out during the execution of a code can
be represented as a set of mutually dependent simple kernels. This issue was
illustrated in the overview of Section 2 using as a guide a loop that computes
a consecutively written array kernel. In that section, the recognition of simple
kernels through the analysis of the strongly connected components (SCCs) that
appear in the GSA graph was introduced. From the great variety of kernels
shown in Table I, the SCC classification algorithm addresses the recognition
of assignments, inductions, maps, non-gated reductions, some array gated re-
ductions, array masks, array recurrences and reinitialized array kernels. Note
that, for instance, the recognition of scalar minimum/maximum reductions,
scalar masks, reinitialized scalar kernels and complex written arrays cannot
be accomplished in this stage because the SCCs do not contain enough infor-
mation. The recognition of these kernels is carried out by the kernel graph
classification algorithm presented later in Section 5.

The rest of this section is organized as follows. Definitions and notations
for the characterization of the simple kernels represented by the SCCs of GSA
graphs as well as the dependences between them are introduced in Section 4.1.
A taxonomy of SCC classes that capture the properties of the different types
of simple kernels is formally defined in Section 4.2. The SCC classification
algorithm for the construction of the kernel graph is described in detail in
Section 4.3. Finally, a case study extracted from the example of Figure 2 is
presented in Section 4.4.
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Fig. 5. Search of SCCs in GSA graphs considering conditional use-def chains.

4.1 Definitions and Notations

The following terminology will be used throughout this article: source code state-
ment will refer to a statement of the source code; GSA statement (or simply
statement) will be used for a statement of the GSA form; finally, μ-statement,
γ -statement and α-statement will denote GSA statements that contain μ, γ

and α operators, respectively.
An important property of the techniques for automatic kernel recognition

is the ability to recognize the variations of a kernel, even in the presence of
complex control flows or in those implementations where the source code state-
ments of the kernel are spread over the program. Techniques that hinge on the
identification of SCCs in SSA forms were shown to be effective for this purpose
because they use the data-dependence information to drive the recognition pro-
cess. The SCC classification algorithm that will be presented in this section is
based on the following definition of SCC in the context of GSA graphs.

Definition 4.1. Let x → y be a use-def chain of the GSA graph that repre-
sents a reaching definition of the GSA variable y for a use in a GSA statement
that defines the variable x. It is a conditional use-def chain if x is defined in
a γ -statement whose conditional expression contains the use of the reaching
definition y .

Definition 4.2. A strongly connected component, SCC(x1, . . . , xn), is a max-
imal subgraph of the GSA graph where every node in the subgraph can be
reached by every other node in the subgraph following nonconditional use-def
chains only, that is, ignoring conditional use-def chains.

In order to illustrate how Definition 4.2 enables the recognition of
simple kernels, consider the example of Figure 5, where the conditional
use-def chains introduced by the condition max1<a(i1) are depicted as
dashed edges in the GSA graph. Considering conditional use-def chains,
one SCC(i1, i2, i3, max1, max2, max3) that represents both a scalar maximum
reduction (variable max) and a conditional induction variable i that influ-
ences the control flow arises. However, if the conditional use-def chain is
ignored following Definition 4.2, two separate components SCC(i1, i2, i3)
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and SCC(max1, max2, max3) that distinguish the two simple kernels are
identified.

In order to increase the robustness of the SCC classification algorithm, the
following property of the SCCs is defined (see Section 7.1 for a discussion about
the robustness of the recognition algorithms).

Definition 4.3. Let y1, . . . , ym be a subset of the GSA variables of a strongly
connected component SCC(x1, . . . , xn) such that yi ∈ {x1, . . . , xn} and yi is not
defined in a μ-statement or γ -statement. The cardinality of SCC(x1, . . . , xn),
|SCC(x1, . . . , xn)|, is the number of different source code variables represented
by y1, . . . , ym.

In Section 3, some interesting properties of the kernels were introduced (see
Definitions 3.1–3.3). Accordingly, the same properties are defined in the scope
of an SCC in order to distinguish the different types of simple kernels that
can be recognized by the SCC classification algorithm. This article restricts
the cardinality of the SCCs to zero and one, as experiments conducted on real
programs demonstrated that they enable the recognition of most of the kernels
(see Section 6 for the details).

Definition 4.4. Let x be a source code variable represented by a
cardinality-0 or cardinality-1 SCC(x1, . . . , xn). The component is a scalar
SCC if x is a scalar variable, and it is an array SCC if x is an array variable.
The notations SCCS

C (x1, . . . , xn) and SCCA
C (x1, . . . , xn) will represent a scalar

and an array SCC with cardinality C, respectively.

Definition 4.5. Let c1, . . . , cm be the set of conditional expressions associ-
ated with the γ -statements of a cardinality-0 or cardinality-1 SCC(x1, . . . , xn).
It is a gated SCC if ∃xk (k ∈ {1 . . . n}) such that there is an occurrence of
xk in c1, . . . ,cm, that is, if xk influences the control flow of the statements of
SCC(x1, . . . , xn). Otherwise, it is a non-gated SCC.

Definition 4.6. Let SCC(x1, . . . , xn) be a cardinality-0 or cardinality-1 SCC.
It is a conditional SCC if SCC(x1, . . . , xn) contains at least one γ -statement,
that is, if SCC(x1, . . . , xn) contains at least one assignment statement enclosed
within an if-endif construct. Otherwise, it is a non-conditional SCC.

Other types of SCCs that are useful for automatic program analysis in XARK
are distinguished. The criteria are related to the number of μ, γ and α state-
ments that the SCC contains.

Definition 4.7. An SCC(x1, . . . , xn) is trivial if it consists of exactly one GSA
statement (n = 1). Otherwise, it is non-trivial (n > 1).

Definition 4.8. An SCC(x1, . . . , xn) is virtual if it is composed of μ or γ

statements only. Otherwise, it is non-virtual.

As mentioned in Section 2.2, the SCC classification algorithm addresses the
recognition of simple kernels through the analysis of the forest of ASTs of the
GSA statements jointly with the GSA graph and the control flow graph. In an
AST, a tree node represents an operator (e.g., assignment, fetch, array reference,
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plus, product), and the children of a node are the operands. Leaf tree nodes
capture either invariant values (e.g., constants), or fetches of variables whose
values are calculated in a different GSA statement.

Definition 4.9. Given a node of the AST that represents a GSA statement
of a program, the level of the node is the number of nodes contained in the path
from the root of the AST to that node. The indirection level of the node is the
number of nodes in the path from the root of the AST to that node that represent
array references in the source code of the program.

Definition 4.10. Let ⊕ be an operator represented by a tree node of the
AST of a GSA statement. The operator class, [[⊕]], is the type of kernel that is
calculated as a result of executing the operator.

Definition 4.11. Let SCC(x1, . . . , xn) be a strongly connected component.
The SCC class, [[SCC(x1, . . . , xn)]], is the type of kernel computed by executing
the source code statements represented by the GSA statements where x1,. . .,xn
are defined.

Different abbreviations are used for the SCC classes of scalar and array
SCCs. For the class of a scalar nongated component [[SCCS

C (x1, . . . , xn)]], a pair
χ/θ is used, where χ ∈ {c, nc} indicates the conditionality (see Definition 4.6)
and θ is the type of scalar kernel listed in the taxonomy of SCCs presented
later in Figure 6. For instance, nc/lin denotes a non-conditional linear in-
duction. Let a(s1, . . . , sd ) = e represent the array kernel computed by an ar-
ray component SCCA

C (x1, . . . , xn). The class of an array nongated component
[[SCCA

C (x1, . . . , xn)]] is denoted by a triplet χ/τ/θ1 : · · · : θd where χ ∈ {c, nc} is
the conditionality, τ is the type of array operation listed in Figure 6 (see array
assignment, array reduction, array recurrence or array map in Section 3), and
θi = [[si]] with i ∈ {1, . . . , d } is the type of scalar kernel that represents the ac-
cess pattern in the ith dimension of the d -dimensional array a. An example of
array non-gated SCC class is c/reduc/subs, which corresponds to a conditional
irregular array reduction of a unidimensional array. Similar notations are used
for gated SCC classes, the difference being that conditionality is not specified
because all gated SCCs are conditional. All the possibilities for both scalar and
array SCC classes will be introduced in Section 4.2.

The results of the SCC classification algorithm are summarized in the kernel
graph IR (see the overview of Figure 2), which exhibits both the simple kernels
captured by the SCCs and the dependences between them. In the following,
the concept of dependence between statements is generalized to the concept
of dependence between SCCs, different types of dependences between SCCs
are introduced, and the kernel graph is formally defined. Unless otherwise
stated, for the purpose of the recognition of simple kernels, dependences will
be represented and referred to as use-def chains in order to emphasize the
demand-driven nature of the SCC classification algorithm.

Definition 4.12. Let SCC(x1, . . . , xn) and SCC( y1, . . . , ym) be two SCCs.
A SCC use-def chain, SCC(x1, . . . , xn) → SCC( y1, . . . , ym), exists if the
GSA graph contains at least one use-def chain x j → yk (with j ∈ {1 . . . n}
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Fig. 6. Taxonomy of SCCs in GSA graphs. Abbreviations of SCC classes are written in italic within
braces. The notation θ1 : · · · : θd represents the classes of the subscripts of a d -dimensional array
variable of an array SCC, the subscript classes being invariant, linear, polynomial, geometric,
reduction, map, subscripted or unknown.

and k ∈ {1 . . . m}) between two GSA statements of SCC(x1, . . . , xn) and
SCC( y1, . . . , ym), respectively.

The terms, use statement, definition statement, use-SCC, and definition-SCC
(abbreviated as def-SCC), will denote the statement where x j is defined,
the statement where yk is defined, SCC(x1, . . . , xn) and SCC( y1, . . . , ym),
respectively.

Several classes of SCC use-def chains will be distinguished in the kernel
graph. The goal of these classes is to exhibit those dependences that will provide
the kernel graph classification algorithm with scenarios for the recognition of
compound kernels (see Section 5 for the details).

Definition 4.13. Let SCC(x1, . . . , xn) → SCC( y1, . . . , ym) be an SCC
use-def chain between two cardinality-0 or cardinality-1 SCCs, and
let x j → xk (with j ∈ {1 . . . n} and k ∈ {1 . . . m}) be the correspond-
ing use-def chain between GSA statements. A conditional SCC use-def
chain SCC(x1, . . . , xn) � SCC( y1, . . . , ym) exists if x j → yk is a condi-
tional use-def chain (see Definition 4.1). Otherwise, other two classes
of chains are distinguished. It is a structural SCC use-def chain
SCC(x1, . . . , xn) ⇒ SCC( y1, . . . , ym) if one of the following properties is
fulfilled:

(1) The variables x1,. . . , xn, y1, . . . , ym are definitions of one source code variable.
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(2) SCC(x1, . . . , xn) is an array SCC with θ1 : · · · : θd as the classes of the
subscripts; SCC( y1, . . . , ym) is a scalar SCC of class χ/θ ; x j is defined in an
α-statement whose left-hand side subscript contains a use of the reaching
definition yk ; and ∃r ∈ {1 . . . d } such that θ = θr .

Otherwise, it is a non-structural SCC use-def chain, represented by the
notation SCC(x1, . . . , xn) � SCC( y1, . . . , ym).

Definition 4.14. Given a program in GSA form, the kernel graph is defined
as the graph whose nodes are the SCCs that appear in the GSA graph (in
accordance with Definition 4.2), and whose edges are the conditional, structural
and nonstructural SCC use-def chains.

In the kernel graph, the SCC use-def chains are attached a pointer to their
corresponding use-def chains between GSA statements. In addition, they are
annotated with information that enables the identification of scenarios in the
kernel graph classification algorithm presented later in Section 5. Note that
the properties (1) and (2) of Definition 4.13 will enable the identification of the
scenarios that characterize reinitialized scalar kernels and complex written
arrays, respectively.

4.2 Taxonomy of SCCs

The SCCs that appear in GSA graphs can be classified according to the charac-
teristics of the statements that compose each SCC. A taxonomy of SCC classes
is presented in Figure 6. The following criteria are used: scalar/array (Defini-
tion 4.4), gated/non-gated (Definition 4.5) and conditionality (Definition 4.6).

4.2.1 Scalar Non-Gated SCCs. These SCCs may be trivial or non-trivial
(Definition 4.7). Nontrivial SCCs capture basic inductions, scalar non-gated
reductions and scalar maps as follows:

— (non)conditional/linear (see Section 3.2). The operations within the SCC
are a linear combination of the source code variable and invariant expres-
sions. The loop dorow of Figure 7 contains a non-conditional linear induc-
tion that is represented by a non-gated component SCCS

1 (k1, k2) of class
non-conditional/linear.

— (non)conditional/polynomial (see Section 3.2). The operations are a linear
combination of the source code variable, invariants and one linear induction
variable represented by a different SCC.

— (non)conditional/geometric (see Section 3.2). The source code variable is
multiplied by an invariant value.

— (non)conditional/reduction (see Section 3.4). The operations within the
SCC involve the source code variable and at least one non-invariant array
reference.

— (non)conditional/map (see Section 3.3). The right-hand sides of scalar state-
ments consist of one array reference only. Besides, the subscripts of such array
reference consist of a fetch of the variable defined in the SCC. An example
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Fig. 7. Computation of the minimum with index of each row of a sparse matrix.

code is the traversal of a linked list implemented by means of an array, that
is, i=next(i) within a loop body.

— (non)conditional/unknown, which captures those SCCs whose kernel does
not match any other scalar non-gated SCC class.

Regarding trivial scalar non-gated SCCs, they represent derived inductions
(linear, polynomial and geometric), derived scalar reductions and derived scalar
maps. The operations performed in trivial SCCs are not defined in terms of the
source code variable of the SCC, but in terms of the variables of other SCCs.
The classification rules described above for non-trivial SCC classes also apply to
trivial ones. Furthermore, two additional trivial SCC classes are distinguished:

— (non)conditional/invariant. Let {v1, . . . , vn} be the set of scalar/array vari-
ables that are referenced in the statements of the SCC. The SCC is invariant
if ∀vk (k ∈ {1 . . . n}), vk is not defined within the fragment of code (e.g., a loop
body).

— (non)conditional/subscripted. Let {v1, . . . , vn} be the set of scalar/array vari-
ables that are referenced in the statements of the SCC. The SCC is sub-
scripted if ∃vk (k ∈ {1 . . . n}) such that it is a fetch of an array variable whose
subscript is not invariant (e.g., a loop-variant expression that changes its
value in each loop iteration).

Some examples of cardinality-0 and cardinality-1 scalar non-gated SCCs
are presented in Figure 7. The computation of the scalar tl in the scope
of the inner loop doh is an example of conditional scalar assignment (see
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Section 3.1). Its representation in terms of SCCs is as follows. On the
one hand, there is a cardinality-1 trivial component SCCS

1 (tl4) of class
non-conditional/subscripted that captures the loop-variant nature of the val-
ues assigned to tl. On the other hand, as tl is modified within an if-endif
construct, a cardinality-0 virtual component SCCS

0 (tl3, tl5) that captures the
conditionality of the kernel appears in the GSA graph as well.

4.2.2 Array Non-Gated SCCs. Let a(s1, . . . , sd ) = e be an array assignment
statement that represents the computations carried out in an array SCC. Dif-
ferent classes are distinguished according to the number of occurrences of array
a that appear in the right-hand side expression e at an indirection level 0 (see
Definition 4.9):

— (non)conditional/assignment/θ1 : · · · : θd (see Section 3.1), if there are zero
occurrences; where θi = [[si]], i ∈ {1, . . . , d }.

— (non)conditional/reduction/θ1 : · · · : θd (see Section 3.4), if there is one oc-
currence matching a(s1, . . . , sd ).

— (non)conditional/recurrence/θ1 : · · · : θd (see Section 3.6), if e contains a set
of array references {a(s1

1 , . . . , s1
d ), . . . , a(sr

1, . . . , sr
d )} such that at least one of

them, a(sk
1 , . . . , sk

d ) with k ∈ {1 . . . r}, fulfills that s1 
= sk
1 or s2 
= sk

2 or . . . or
sd 
= sk

d .

An additional class where the occurrences of a appear in the right-hand side
expression e at indirection level greater than 0 (i.e., within the subscript of an
array reference) is distinguished:

— (non)conditional/map/θ1 : · · · : θd (see Section 3.3), if e consists of an array
reference that matches b(. . . , a(s1, . . . , sd ), . . .), where b is a multidimensional
array different from a.

The notation captures the access pattern corresponding to each dimension of
the left-hand side array reference a(s1, . . . , sd ), which are determined by ap-
plying the rules of trivial scalar non-gated SCCs. Thus, the following types
of access patterns are distinguished: invariant, linear, polynomial, geomet-
ric, reduction, map, subscripted and unknown. The computations of array l in
Figure 7 are represented by means of an array non-gated SCCA

1 (l1, l2) of class
non-conditional/assignment/linear. The example also contains array refer-
ences whose subscripts fit into the classes linear and subscripted, for instance,
begin(row) and a(f(h)), respectively.

4.2.3 Scalar Gated SCCs. They appear in loops where a scalar variable
is defined inside an if-endif construct whose condition contains occurrences of
that variable. Gated SCCs are all conditional as they contain at least one γ -
statement. Let v = e represent the source code assignment statement of a scalar
gated SCC. Let c be the condition defined by the γ -statements of the SCC. The
following classes are distinguished:
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—minimum or maximum (see Section 3.4.2). The condition c matches v < e,
v ≤ e, e > v or e ≥ v for minimum, where e does not contain occurrences of v.
For maximum, it matches e < v, e ≤ v, v > e or v ≥ e.

—find&set (see Section 3.5). The condition does not fulfill the properties of a
minimum or a maximum.

It should be noted that scalars defined within if-endif constructs are repre-
sented by a trivial SCC that captures the scalar assignment statement, and
a virtual gated SCC that contains the information about the condition. Thus,
the SCC classification algorithm classifies the SCC as a minimum, maximum
or find&set kernel, and annotates the SCC as a candidate in order to carry the
information to the subsequent recognition phase. As will be shown in Section 5,
all the information will be available during the execution of the kernel graph
classification algorithm, where the candidate classes will be confirmed or dis-
carded. The example of Figure 7 computes the minimum with index of each
row of a sparse matrix. In each dorow iteration, the minimum is stored in the
scalar tm, whose representation in GSA form includes a candidate scalar gated
SCCS

0 (tm3, tm5). Note that the corresponding scalar assignment statement is
captured in a different SCCS

1 (tm4).
4.2.4 Array Gated SCCs. Three classes are distinguished: minimum/

θ1 : · · · : θd , maximum/θ1 : · · · : θd and find&set/θ1 : · · · : θd , where θi =[[si]] de-
note the classes of the subscripts of a d -dimensional array (with i ∈ {1, . . . , d }).
They verify the same conditions as the corresponding scalar gated SCC classes,
the difference being that an array reference instead of a scalar variable is in-
volved. Furthermore, the information about both the condition and the array
assignment statement is available in the γ and α statements of array gated
SCCs. In Figure 4(c) a kernel find&set/linear involving the one-dimensional
array diag was presented.

4.3 SCC Classification Algorithm

The pseudocode of the algorithm for the recognition of simple kernels is pre-
sented in Figure 8 and will be explained in several steps in the following
pages. The top-level procedure Build kernel graph() constructs the kernel
graph in two stages. First, the SCCs of the GSA graph are identified in
Find SCCs in GSA graph() using the Tarjan algorithm [Tarjan 1972]. This al-
gorithm provides support for the demand-driven classification of SCCs as it
ensures that an SCC is not found until all the SCCs associated with the vari-
ables referenced in the SCC have been found and, therefore, classified. Second,
the SCCs are classified according to the SCC taxonomy of Figure 6 by means of
a demand-driven algorithm implemented through three procedures with indi-
rect recursion: Classify SCC(), Classify() and TFid . During the classification
process, the SCC use-def chains are identified and annotated with the informa-
tion needed by the kernel graph classification algorithm in order to distinguish
the scenarios that characterize compound kernels. The kernel graph is com-
pleted with the classification of SCC use-def chains into conditional, structural
or non-structural according to Definition 4.13. This task is accomplished in the
procedure Classify SCC use def chains().
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Fig. 8. Pseudocode of the SCC classification algorithm for the recognition of simple kernels.
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4.3.1 Procedures. Classify SCC(), Classify() and TFid . In
Classify SCC(), the class of an SCC(x1, . . . , xn) is computed as the class
of the assignment operator of the μ-statement inserted after the header of
the outermost loop of a loop nest (the exceptions are trivial SCCs, for which
the unique GSA statement is used). The operator class [[=]] is determined
by calling the recursive procedure Classify(), which launches a post-order
traversal of the AST of the statement. When the leaf nodes that represent
fetch operators of variables defined in other ASTs are reached, TFid is
executed. TFid distinguishes three situations for the classification of a fetch
operator y . Let y.gsa link be a pointer to the AST of the definition statement
of variable y (i.e., the use-def chains of the GSA graph are implemented as
pointers y.gsa link). First, if y.gsa link is located outside the code fragment
analyzed by the compiler (see 1st branch of TFid in Figure 8), then there
is not any SCC that contains y.gsa link and [[y]] is set to class nc/inv to
indicate that y is recognized as an invariant operator. Note that the gsa link
improves the performance of the SCC classification algorithm as searches
for definition statements within programs are avoided. The second situation
copes with target ASTs y.gsa link that belong to the SCC(x1, . . . , xn) under
classification. As shown at the end of the 2nd branch of TFid , y.gsa link
is classified by calling Classify() and the corresponding operator class
is assigned to y . The third situation distinguished in TFid (3rd branch of
TFid in Figure 8) handles target ASTs y.gsa link that belong to a different
SCC( y1, . . . , ym). In this case, the classification of SCC(x1, . . . , xn) is deferred,
the class [[SCC( y1, . . . , ym)]] is computed, the classification of SCC(x1, . . . , xn)
is resumed by setting [[y]]=[[SCC( y1, . . . , ym)]], and an SCC use-def chain
SCC(x1, . . . , xn) → SCC( y1, . . . , ym) (see Definition 4.12) is established in
the kernel graph. Finally, when all the fetch operators have been processed,
[[SCC(x1, . . . , xn)]] is successfully determined. It should be noted that ASTs are
analyzed only once during the execution of the SCC classification algorithm in
order to avoid redundant computations. Thus, in Classify(), the annotation
of the ASTs with the operator class [[=]] is required in order to compute the
class of several fetch operators of the same variable. The algorithm uses a
stack of ASTs that contains the ASTs whose classification is in progress in
order to detect cycles in the GSA graph and thus assure the termination of
the recognition process. Two termination conditions are distinguished. First,
the detection of fetch operators whose target AST y.gsa link belongs to the
SCC(x1, . . . , xn) under classification, which captures the cycles included in
scalar and array SCCs (2nd branch of TFid in Figure 8). In both cases, [[y]] is
set to an SCC class that enables the recognition of the correct simple kernel.
And second, the detection of fetch operators whose y.gsa link is included in a
different SCC( y1, . . . , ym) that is also under classification (3rd branch of TFid
in Figure 8). This situation captures mutually dependent simple kernels that
arise as a result of ignoring conditional use-def chains during SCC search and
that introduce cycles in the kernel graph. In this case, [[y]] is set to the class
nc/unk to indicate that the simple kernels cannot be recognized by the SCC
classification algorithm.
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Fig. 9. Source codes to illustrate the contextual classification of operators.

During the execution of Classify(), a post-order traversal of an AST is per-
formed. At each node of the AST, the operator class is calculated by a transfer
function that merges the classes derived for the operands. In Arenaz [2003],
the transfer functions of the most common operators are described in detail:
assignment (TF=), fetch (TFid ), array reference (TFa(s)), special GSA operators
(TFμ, TFγ and TFα), and arithmetic, logical and relational operators (e.g., TF+,
TF∗, TF 
=, TF<, TF>, TFnot , TFand , TFor ). For illustrative purposes, only TFid is
presented in the pseudocode of Figure 8. Unlike approaches to automatic ker-
nel recognition that define a library that captures the properties of each kernel,
the XARK compiler encodes such properties in the transfer functions. In order
to distinguish the different situations in which an operator is used during the
execution of a program, the concept of classification context is introduced.

Definition 4.15. Let ⊕ be an operator represented by a node of the AST of a
GSA statement. The classification context of the operator is a tuple < ε, β, l , il >

built as follows:

(1) Suppose that the GSA statement is an α-statement ak = α(aprev, s, e) that
captures a source code array assignment statement a(s) = e. Then, ε =
ak(s), and either β = (if the node is a part of e), or β = (if the node is a
part of s);

(2) Suppose that the GSA statement is a γ -statement xk = γ (c, xtrue, x f alse)
representing an if-endif construct in the source code. Then, ε = xk , and
either β =? (if the node is a part of c) or β = (if the node is a part of xtrue
or x f alse);

(3) Otherwise, ε = x and β = ;

In all cases, l and il are the level and the indirection level of the node, re-
spectively (see Definition 4.9). The notation [[⊕]]εβ,l ,il represents the class of the
operator ⊕ with respect to the classification context < ε, β, l , il >.

In order to illustrate why contextual classification is needed, focus on the
array reference g(i) of Figure 9. In Figure 9(a), the loop-carried dependence
introduced by the scalar variable i is represented by an SCC in the GSA graph.
The classification of the AST of the statement i=g(i) begins with an empty
classification context (represented in Figure 8 as <> in the calls to Classify()
from procedures Classify SCC() and TFid ) that is later updated as the post-
order traversal proceeds. Thus, the class [[g(i)]]i,2,0 is determined to be a
non-conditional scalar map (denoted by the class nc/map) because (1) the array
reference g(i) is the right-hand side of the statement (given by β = and l = 2
in the classification context), and (2) the subscript of the array reference and
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the ε operator of the classification context are fetch operators of the variable i of
the left-hand side of i=g(i). Note that subscripts are characterized by indirec-
tion levels il ≥ 1 in the classification context (il is incremented in Classify()
only when an array reference operator or the subscript of an α operator are
analyzed, while l is updated in each call to Classify()). Now consider the com-
putation of the scalar reduction using the variable r in the loop of Figure 9(b).
In this case, g(i) is an operand of the sum operator that appears in the state-
ment r=r+g(i), i being a scalar variable that takes a different value in each
loop iteration. Thus, [[g(i)]]r,3,0 represents the computation of a loop-variant
expression (class nc/subs) because (1) the array reference is an operand of the
+ operator in the right-hand side of the statement (given by β = and l > 2),
and (2) the subscript i does not match the fetch operator of the variable r (given
by ε). The example illustrates how the classification context provides transfer
functions with enough information to distinguish the different situations that
may arise.

4.3.2 Procedure Classify SCC use def chains(). The top level procedure
of the SCC classification algorithm, Build kernel graph(), completes the con-
struction of the kernel graph by classifying the use-def chains between SCCs
into the categories defined in Definition 4.13 (namely, structural, non-structural
and conditional). During the execution of the SCC classification algorithm the
SCC use-def chains are annotated in TFid with the information available in
the classification context < ε, β, l , il > (see 3rd branch of TFid in Figure 8).
As a result, the classification of the SCC use-def chains is as follows. First,
conditional SCC use-def chains are recognized when β =?. Second, structural
SCC use-def chains are detected by checking properties (1) and (2) of Defini-
tion 4.13. For property (1), by checking that the def-SCC and use-SCC represent
the same source code variable. For property (2), by checking the following five
conditions: the def-SCC captures a scalar variable, the use-SCC captures an
array variable, the class of the def-SCC matches the class that describes the
access pattern in one dimension of the class of the use-SCC, β = and il ≥ 1.
And third, non-structural SCC use-def chains are recognized if the above con-
ditions are not fulfilled. The usefulness of this information was pointed out
in Section 2.3, where it was used for the identification of the scenarios that
enable the recognition of compound kernels by the kernel graph classification
algorithm.

4.4 Case Study

The consecutively written array kernel computed in the loop of Figure 2 will be
used to illustrate the behavior of the SCC classification algorithm. For clarity,
the classification context will be omitted if it is not relevant for the explanations.
The first step is the identification of the SCCs that appear in the GSA graph.
It contains the following components: SCCS

1 (i1, i2, i3) and SCCA
1 (a1, a2, a3),

that represent the conditional induction (variable i) and the conditional array
assignment (variable a), respectively; SCCS

1 (h1), which captures the loop index
h; and SCCS

1 (t2) and SCCS
0 (t1, t3) that represent the flow of values of the scalar

variable t computed inside the if-endif construct. Focus on the classification of
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Fig. 10. Classification of SCCA
1 (a1, a2, a3) and SCCS

1 (i1, i2, i3) from the example of Figure 2. The
nodes of the ASTs are annotated with the operator classes computed by the demand-driven SCC
classification algorithm. Hatched nodes in the ASTs of SCCA

1 (a1, a2, a3) highlight those operators
whose classification is deferred until the classification of SCCS

1 (i1, i2, i3) is finished.

SCCA
1 (a1, a2, a3) and SCCS

1 (i1, i2, i3). The IR used in this stage is the forest
of ASTs of the statements of the loop body combined with the use-def chains
of the GSA graph and the control flow graph. In Figure 10, ASTs are depicted
as directed graphs with solid arrows. For clarity, the control flow graph is not
drawn and the root nodes of the ASTs are labeled with the unique left-hand
side GSA variable of the statement followed by the assignment operator. The
gsa links are drawn as dotted arrows that establish use-def chains between
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different ASTs. The operator classes are displayed above or to the right of the
nodes of the AST.

Without loss of generality, suppose that the SCC classification algorithm
begins with the analysis of SCCA

1 (a1, a2, a3). The procedure Classify SCC()
derives [[SCCA

1 (a1, a2, a3)]] by calling Classify() with the assignment operator
of the AST of a1=μ(a0,a3). At the beginning of the post-order traversal, the
AST is pushed onto the stack of ASTs and the classification context for the =
operator is initialized to <> (see calls to Classify() from Classify SCC() and
TFid in Figure 8, and the noncontextual operator classes [[=]] in Figure 10). The
first leaf node that is found corresponds to the fetch operator of the variable a0.
Thus, the transfer function TFid uses a0.gsa link to determine the statement
where a0 is defined. As it is located outside the loop body (a0.gsa link is not
displayed in the figure), a0 is recognized as a loop invariant and it is assigned
the class nc/inv (see 1st branch of TFid in Figure 8).

The analysis of the leaf node a3 is rather different because the AST of the
definition statement a3=γ (c(h1),a2,a1) belongs to the SCCA

1 (a1, a2, a3) under
classification. In this case, TFid follows a3.gsa link to locate the AST of the
γ -statement and calls Classify() with the corresponding assignment opera-
tor (see 2nd branch of TFid ). The analysis of SCCA

1 (a1, a2, a3) continues in a
similar manner until the classification of the α operator in a2=α(a1,i1,t2+2) is
addressed. First, as the ε operator of the classification context is a fetch of the
array variable a, the class of a1 is set to nc/none to indicate that a1 is defined
in a μ-statement of SCCA

1 (a1, a2, a3) whose classification is still in progress (see
the termination condition for cycles captured in array SCCs in the 2nd branch
of TFid in Figure 8). Second, the operator class [[i1]]a2(i1)

,3,1 of the left-hand side
subscript of the source code statement a(i)=t+2 is carried out. Note that the
classification context is modified to reflect such situation: ε = a2(i1), β = and
il = 1 indicate that i is the subscript of the array reference in the left-hand
side of the statement. The classification of this leaf node i1 deserves special at-
tention because i1.gsa link points to the AST of a statement i1=μ(i0,i3) that
belongs to a different SCCS

1 (i1, i2, i3) whose classification is not in progress
(i.e., i1=μ(i0,i3) 
∈ stack of ASTs). In this situation, TFid defers the classi-
fication of SCCA

1 (a1, a2, a3) and starts the computation of [[SCCS
1 (i1, i2, i3)]].

The classification of SCCS
1 (i1, i2, i3) finishes because the variable i is not de-

fined in terms of variables defined in other SCCs (see the shaded region of
Figure 10). As a result, the SCC classification algorithm sets [[SCCS

1 (i1, i2, i3)]]
to the class c/lin of the = operator of i1=μ(i0,i3), which indicates that a con-
ditional linear induction (see Section 3.2) has been recognized successfully. The
initialization and updating of the induction variable is represented using a ba-
sic chain of recurrences [Zima 1986] that consists of the initial value of the
induction variable, and the function to compute the increment in each loop it-
eration. During the execution of the SCC classification algorithm, the initial
value is gathered from the assignment statement i0=1 where the invariant i0
of the μ(i0,i3) operator is defined (see Figure 2). The increment is determined
in TF+ during the analysis of the operator i1+1, which adds the constant 1
to the value of the induction variable in each iteration where the condition is
fulfilled.

ACM Transactions on Programming Languages and Systems, Vol. 30, No. 6, Article 32, Pub. date: October 2008.



Extensible Framework for Automatic Recognition of Computational Kernels • 32:31

Fig. 11. Kernel graph of the example code of Figure 2.

When the classification of SCCS
1 (i1, i2, i3) finishes, none of the opera-

tor classes in the path from the root of a1=μ(a0,a3) to the leaf node i1 of
a2=α(a1,i1,t2+2) have been computed yet (see hatched nodes in the ASTs
of Figure 10). Next, the classification of SCCA

1 (a1, a2, a3) is resumed with the
computation of the contextual class [[i1]]a2(i1)

,3,1 . As shown at the end of the 3rd

branch of TFid in Figure 8, this contextual class is assigned the class c/lin of
SCCS

1 (i1, i2, i3) and the SCC use-def chain is annotated with the classification
context < a2(i1), , 3, 1 >. Once all the children of the α operator have been
classified, the transfer function TFα computes [[α]]a2(i1)

,2,0 as follows. On the one
hand, the class c/subs indicates that the right-hand side t2+2 contains zero ref-
erences to the array a given by the ε operator of the classification context. On
the other hand, the class [[i1]]a2(i1)

,3,1 =c/lin characterizes the access pattern of the
left-hand side subscript of the source code statement a(i)=t+2. Using this infor-
mation, TFα derives the class nc/assig/lin to indicate that the α-statement com-
putes a regular array assignment with linear access pattern (see Section 3.1).
Finally, TF= transfers this class to the root of the AST of a2=α(a1,i1,t2+2).
The execution of the SCC classification algorithm continues until the operator
classes of all the nodes have been determined. As the conditionality refers to
the presence of γ -statements in the SCC (see Definition 4.6), it is TFγ that
changes the SCC class from nc/assig/lin to c/assig/lin. At the end, the SCC
class [[SCCA

1 (a1, a2, a3)]] is set to the class c/assig/lin of a1=μ(a0,a3), which
represents a conditional regular array assignment with linear access pattern.

In order to build the kernel graph, both the SCCs and the SCC use-def chains
have to be classified. The kernel graph of the example code of Figure 2 is pre-
sented in Figure 11(c), where the source code and the GSA form are also in-
cluded in order to improve readability. When TFid classifies the fetch operator
of a variable defined in a different SCC (3rd branch of TFid in Figure 8), a
SCC use-def chain is set in the kernel graph, and it is annotated with the clas-
sification context of the fetch operator. Later, once the analysis of the SCCs
has finished, Build kernel graph() executes Classify SCC use def chains().
Three categories are distinguished (see Definition 4.13): conditional, structural
and non-structural (denoted as � , ⇒ and � , respectively). Consider the
SCC use-def chain SCCA

1 (a1, a2, a3) → SCCS
1 (i1, i2, i3) found during the anal-

ysis of the case study of Figure 10. As described above, the demand-driven
nature of the SCC classification algorithm ensures that when the computation
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of [[SCCA
1 (a1, a2, a3)]] finishes, the class [[SCCS

1 (i1, i2, i3)]] is already known by
the compiler. According to Definition 4.13, SCCA

1 (a1, a2, a3) → SCCS
1 (i1, i2, i3)

is a structural use-def chain (denoted as SCCA
1 (a1, a2, a3) ⇒ SCCS

1 (i1, i2, i3)
in Figure 11(c)) because the access pattern of the class of the array use-SCC
(c/assig/lin) and the class of the scalar def-SCC (c/lin) are both equal to lin, and
because the annotations of the SCC use-def chain are β = and il ≥ 1 (see Sec-
tion 4.3.2). The remaining SCC use-def chains with SCCA

1 (a1, a2, a3) as use-SCC
are classified as follows: SCCA

1 (a1, a2, a3) � SCCS
1 (h1) is conditional because

the fetch operator of the loop index h1 is a part of the condition c(h1) of an
if-endif construct (see β =? in Figure 11(c)); and SCCA

1 (a1, a2, a3) � SCCS
1 (t2)

is non-structural as it fulfills neither the properties of structural SCC use-def
chains nor of conditional ones.

The execution of the SCC classification algorithm results in the con-
struction of the kernel graph of Figure 11(c), which summarizes the de-
pendences between the simple kernels computed in the loop nest: a con-
ditional linear induction (variable i and [[SCCS

1 (i1, i2, i3)]]=c/lin), a condi-
tional regular array assignment with linear access pattern (variable a and
[[SCCA

1 (a1, a2, a3)]]=c/assig/lin), and a conditional scalar assignment (variable
t and [[SCCS

1 (t2)]]=c/subs) that, in each loop iteration, sets t to a different value
that is not known at compile-time. In addition, the kernel graph contains SCCs
(e.g., SCCS

0 (t1, t3)) that arise as a result of building the GSA form of the source
code and that are not relevant from the point of view of kernel recognition. The
organization of this information in more elaborate kernels is described in detail
in the following section.

5. RECOGNITION OF COMPOUND KERNELS

The final goal of the XARK compiler is the recognition of the kernel families
included in Table I, which requires the analysis of the dependences between
the simple kernels identified by the SCC classification algorithm. As shown in
the overview of Figure 2, XARK constructs several high-level IRs on top of the
GSA form. On the one hand, the kernel graph, which captures the information
retrieved by the SCC classification algorithm, namely, the kernel class that
represents the computations of each SCC (i.e., the SCC class) and the classes of
SCC use-def chains. And, on the other hand, the code class, which summarizes
the results of the kernel graph classification algorithm.

The code class consists of a set of kernel classes that represent either the
simple kernels captured by the SCC classes of the taxonomy of Figure 6, or the
compound kernels recognized through the analysis of the dependences between
simple kernels (basically, scalar gated reductions, scalar masks, reinitialized
scalar kernels and complex written arrays of Table I). In addition, the code class
contains the dependences between kernel classes, which are represented as
sets of SCC use-def chains. For illustrative purposes, consider the code class of
Figure 2, which consists of the kernel class c/cwa of the condi-
tional consecutively written array (associated with SCCA

1 (a1, a2, a3) and
SCCS

1 (i1, i2, i3)); the kernel class c/subs of the computation of t (related to
SCCS

0 (t1, t3) and SCCS
1 (t2)); and the use-def chain c/cwa → c/subs given by
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Fig. 12. Pseudocode of the kernel graph classification algorithm.

SCCA
1 (a1, a2, a3) → SCCS

1 (t2). Note that the code class provides a hierarchical
description of the source code by capturing the set of SCCs and the SCC use-def
chains that lead to the recognition of each kernel class. The rest of this section
describes the kernel graph classification algorithm for building the code class
and details the case study of Figure 2. More examples of codes can be found
in Arenaz [2003].

5.1 Kernel Graph Classification Algorithm

The pseudocodes of Figures 12–14 describe the behavior of the kernel graph
classification algorithm. At the top level, Classify kernel graph() starts a
post-order traversal from each SCC with zero incoming SCC use-def chains by
calling the recursive procedure Classify node(). When a node SCC(x1, . . . , xn)
is visited, the successors SCC( y1, . . . , ym) in the kernel graph that are reached
through structural, conditional or non-structural SCC use-def chains are pro-
cessed in that order (see 4th branch of Classify node() in Figure 12). This
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Fig. 13. Pseudocode of transfer functions for structural and conditional SCC use-def chains.
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Fig. 14. Pseudocode of the algorithm for the management of the code class.

is because structural and conditional chains have been defined to capture
the scenarios that typically represent the computation of compound ker-
nels (see the description of an example scenario in Section 2.3). When the
classification of a successor SCC( y1, . . . , ym) finishes, the SCC use-def chain
SCC(x1, . . . , xn) → SCC( y1, . . . , ym) is analyzed by means of the correspond-
ing transfer function: TF⇒, TF� and TF� for structural, conditional and
non-structural chains, respectively. Like in the SCC classification algorithm,
the recognition capabilities of the compiler are mainly encoded in the trans-
fer functions. As shown in the pseudocode of Figure 13, the transfer func-
tions analyze the information attached to the SCC use-def chain of the ker-
nel graph, compute the actions to be carried out in order to determine the
code class [[code]], and call Execute actions() to actually modify [[code]]. The
procedure Execute actions() of Figure 14 distinguishes three types of actions
(insert a kernel class, insert a chain between kernel classes, and attach an
SCC to a kernel class), which will be described later in Section 5.1.1. Note
that the nodes of the kernel graph are visited only once in order to avoid re-
dundant computations (see 2nd branch of Classify node()). Furthermore, the
termination of the kernel graph classification algorithm is assured by means
of a stack of SCCs that enables the detection of mutually dependent simple
kernels, which may arise because the SCC classification algorithm ignores
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conditional use-def chains during SCC search (see Definition 4.2 and 1st branch
of Classify node() in Figure 12).

The recognition of the scenarios that characterize compound kernels is
carried out in TF⇒ and TF�. Figure 13 presents fragments of both trans-
fer functions that include some scenarios that are frequently found in real
codes. The transfer function TF� is not shown because it just inserts in
the code class two simple kernels [[SCC(x1, . . . , xn)]] and [[SCC( y1, . . . , ym)]],
as well as the corresponding dependence SCC(x1, . . . , xn) → SCC( y1, . . . , ym).
Given an SCC use-def chain SCC(x1, . . . , xn) → SCC( y1, . . . , ym), the infor-
mation available in the kernel graph that defines a scenario is: first, the
properties of SCC(x1, . . . , xn) and SCC( y1, . . . , ym) (see Definitions 4.3–4.8;
for example, cardinality, scalar/array); second, the kernel classes [[use krnl]]
and [[def krnl]] computed at the beginning of each transfer function for
SCC(x1, . . . , xn) and SCC( y1, . . . , ym), respectively; third, the class of the
SCC use-def chain (see Definition 4.13, namely, conditional, structural or
non-structural); and fourth, the classification context annotated in the SCC
use-def chain. The computation of [[use krnl]] (or [[def krnl]]) is as follows. In
find kernel class in code class(), [[code]] is searched for a kernel class that
represents the computations captured by SCC(x1, . . . , xn) (or SCC( y1, . . . , ym)).
In case of success, [[use krnl]] is set to such kernel class to reflect that, during the
analysis of the kernel graph, a compound kernel that includes the computation
of SCC(x1, . . . , xn) has already been recognized. In case of failure, [[use krnl]]
is set to [[SCC(x1, . . . , xn)]] to attempt the detection of a new compound kernel.
The behavior of TF⇒ and TF� is as follows. When a scenario is found, an ap-
propriate compile-time test that proves the existence of a compound kernel is
performed. If the test succeeds, an action to insert the class of the compound
kernel in [[code]] is carried out. Otherwise, two default actions are executed:
insert the class of the simple kernel represented by SCC(x1, . . . , xn), and in-
sert the chain SCC(x1, . . . , xn) → SCC( y1, . . . , ym). The post-order traversal of
the kernel graph preserves the correctness of the code class by assuring that a
kernel class associated with SCC( y1, . . . , ym) has been inserted before.

For illustrative purposes, consider the code of Figure 7 for the compu-
tation of the minimum with index of each row of a sparse matrix. As de-
scribed in Section 4.2.3, the SCC classification algorithm checks the condition
a(f(h))<tm and recognizes a minimum kernel that is annotated as a candi-
date because the condition a(f(h))<tm and the definition source code state-
ment tm=a(f(h)) are available in different scalar SCCs (SCCS

0 (tm3, tm5) and
SCCS

1 (tm4), respectively). This situation would be reflected in the kernel graph
as a structural SCC use-def chain SCCS

0 (tm3, tm5) ⇒ SCCS
1 (tm4) where the

def-SCC is trivial and the class of the use-SCC is a candidate minimum. As
these properties match the 2nd scenario of TF⇒ in Figure 13, the procedure
Test scalar gated kernel() is executed in order to assure that the condition
matches a < operator where the operands on the left and on the right are,
respectively, the right-hand side a(f(h)) and the left-hand side tm of the def-
inition scalar statement. As a result, a minimum kernel class associated with
SCCS

0 (tm3, tm5) and SCCS
1 (tm4) would be inserted in the code class. Later in

the analysis of the kernel graph, a post-order traversal started from the node
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SCCS
0 (tl3, tl5) with zero incoming SCC use-def chains would find a condi-

tional use-def chain SCCS
0 (tl3, tl5) � SCCS

0 (tm3, tm5). In order to recognize the
minimum with index kernel (see 1st scenario of TF� in Figure 13), the com-
piler must be aware that a minimum kernel has already been recognized. Thus,
searching the code class for a kernel class associated to SCCS

0 (tm3, tm5) would
result in setting [[def krnl]]=minimum and preventing the use of the incorrect
class [[def krnl]]=candidate minimum, which would lead the compiler to fail in
the recognition of the scenario of the minimum with index reduction.

5.1.1 Management of the Code Class. The procedure Execute actions()
presented in Figure 14 distinguishes three actions: insert kernel to insert a ker-
nel class, insert chain to insert a chain between kernel classes, and attach SCC
to associate an SCC with an existing kernel class.

The first action is as follows. Two parameters are considered: the new kernel
class and the corresponding set of SCCs of the kernel graph (new kernel class
and set of SCCs in Figure 14, respectively). The new kernel class is ignored in
two cases. First, when [[code]] contains another kernel class whose set of SCCs
is a superset of set of SCCs, which indicates that the new kernel is simpler
than another one that has already been recognized. And second, when there
is a kernel class in [[code]] attached to the same set of SCCs, meaning that
new kernel class has already been recognized through the analysis of another
structural or conditional SCC use-def chain. Except in these two cases, the
new kernel class, and its corresponding set of SCCs, is inserted in [[code]] after
removing the kernel classes whose set of SCCs is a subset of set of SCCs, as
they capture kernels that are simpler than the new one.

The second action is insert chain. The dependences between kernel classes
are represented as sets of SCC use-def chains that summarize all the
use-def chains between SCCs of the kernel classes as one dependence in
the code class. Let SCC(x1, . . . , xn) → SCC( y1, . . . , ym) be an SCC use-def
chain that links the kernel classes associated with SCC(x1, . . . , xn) and
SCC( y1, . . . , ym), respectively. A new dependence is inserted in [[code]]
if two conditions are fulfilled: first, SCC(x1, . . . , xn) and SCC( y1, . . . , ym)
are included in the sets of SCCs of two different kernel classes; and sec-
ond, [[code]] does not contain any dependence between such kernel classes.
Note that SCC(x1, . . . , xn) → SCC( y1, . . . , ym) is added to the set of SCC
use-def chains of the new dependence or of the corresponding existing de-
pendence. Furthermore, SCC use-def chains that characterize scenarios of
compound kernels are implicitly represented in the kernel classes of compound
kernels.

The actions described above are the core of the algorithm for the manipula-
tion of the code class. The third action, attach SCC, is devoted to handle the
virtual SCCs (see Definition 4.8) that appear in the GSA graph. Consider the
example of Figure 7. As the minimum tm is computed in the inner loop doh, a vir-
tual SCCS

0 (tm1) represents the flow of values of tm in the outermost loop dorow.
Thus, during the post-order traversal started from SCCS

0 (tm1), the structural
SCC use-def chain SCCS

0 (tm1) ⇒ SCCS
1 (tm3, tm5) leads the compiler to attach

SCCS
0 (tm1) to an existing kernel, the scalar minimum reduction represented by
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Fig. 15. Computation of the code class of the kernel graph of Figure 11(c). Step-by-step execution
of the kernel graph classification algorithm.

SCCS
0 (tm1) and SCCS

1 (tm3, tm5) that was previously recognized through the 5th
scenario of TF⇒ (see Figure 13).

The next section presents a case study that describes the kernel graph clas-
sification algorithm in detail. The computation of the code class of the example
of Figure 2 is analyzed step by step, focusing on the recognition of the scenarios
and on the execution of the transfer functions.

5.2 Case Study

The kernel graph of Figure 11(c) exhibits the simple kernels found in the source
code of our running example, as well as the dependence relationships between
those simple kernels. Figure 15 summarizes the step-by-step execution of the
post-order traversal of the two SCCs with zero incoming SCC use-def chains:
SCCA

1 (a1, a2, a3) from steps 1 to 17, and SCCS
0 (t1, t3) from steps 18 to 24. For

each step, the procedure call under execution, the actions carried out on the
code class, and the contents of the code class are presented. Procedure calls are
indented to exhibit the call trace of the algorithm. Due to space limitations,
the actions are encoded in three pieces of information (separated by colons)
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as follows. On the one hand, the symbol I represents both insert kernel and
insert chain actions. In the first case, the new kernel class and the set of SCCs
are indicated. In the second case, the SCC use-def chain that links two kernel
classes is specified. On the other hand, the symbol A denotes attach SCC, for
which the new SCC and the existing kernel class are detailed. The success
or the failure in the execution of an action is also indicated.

Without loss of generality, suppose that Classify kernel graph() initializes
the code class, and starts a post-order traversal from SCCA

1 (a1, a2, a3) by calling
Classify node(SCCA

1 (a1, a2, a3)). In order to recognize compound kernels as
soon as possible, the structural chain SCCA

1 (a1, a2, a3) ⇒ SCCS
1 (i1, i2, i3) is

followed and Classify node(SCCS
1 (i1, i2, i3)) is executed. The post-order

traversal continues and the node SCCS
1 (h1) is reached through the con-

ditional SCC use-def chain SCCS
1 (i1, i2, i3) � SCCS

1 (h1). As SCCS
1 (h1)

has zero outgoing SCC use-def chains, Classify node(SCCS
1 (h1)) in-

serts the kernel class nc/lin that captures the loop index h by calling
Execute actions(insert kernel(nc/lin,{SCCS

1 (h1)})) (see 3rd branch of
Classify node() in Figure 12, and step 4 in Figure 15). The last step carried
out by the procedure call Classify node(SCCS

1 (i1, i2, i3)) is the analysis of
SCCS

1 (i1, i2, i3) � SCCS
1 (h1). TF� will execute the default actions because

there is not any scenario that matches the properties of this conditional SCC
use-def chain. Thus, the class of the use SCCS

1 (i1, i2, i3) is inserted in [[code]]
(see step 6 in Figure 15). In addition, a dependence between the conditional
induction variable i represented by SCCS

1 (i1, i2, i3) and the loop index h
captured by SCCS

1 (h1) is inserted in [[code]], and SCCS
1 (i1, i2, i3) � SCCS

1 (h1)
is added to the corresponding set of SCC use-def chains. The resulting code
class is [[c/lin → nc/lin]].

Next, the analysis of the structural chain SCCA
1 (a1, a2, a3) ⇒ SCCS

1 (i1, i2, i3)
is addressed. This SCC use-def chain has the properties of the 3rd scenario
of TF⇒ in Figure 13: the class of the scalar def-SCC is c/lin, the class of the
array use-SCC is c/assig/lin, and the annotations β = and il ≥ 1 indicate
that the induction variable i is referenced in the subscript of the left-hand side
of the statement a(i)=t+2 represented by SCCA

1 (a1, a2, a3). In order to confirm
the existence of this compound kernel, Test consecutively written array()
runs the following compile-time test proposed in Lin and Padua [1998]:
first, it checks that all the operations on the induction variable i are in-
crements (or decrements) of one unit; and second, it checks that every time
an array entry a(i) is written, the induction variable i is updated. Within
the XARK compiler, the first constraint is easily checked using the step
size of the induction (step size 1 in the example), which is represented in
the basic chain of recurrences computed during the execution of the SCC
classification algorithm (see Section 4.4). The second constraint is also fulfilled
as the statements i2=i1+1 and a2=α(a1,i1,t2+2) belong to the same basic
block of the control flow graph of the loop. Consequently, the procedure
Test consecutively written array() succeeds and the compiler executes the
action insert kernel(c/cwa,{SCCA

1 (a1, a2, a3),SCCS
1 (i1, i2, i3)}) (see step 8

in Figure 15). Thus, the procedure Execute actions() proceeds as follows. As
the code class [[c/lin → nc/lin]] contains the conditional induction i that is a
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part of the conditional consecutively written array, c/lin is removed and c/cwa
is inserted in [[code]]. Such situation is detected by checking that the SCCs
attached to the new class, SCCA

1 (a1, a2, a3) and SCCS
1 (i1, i2, i3), are a superset

of the SCCS
1 (i1, i2, i3) associated with the conditional induction. In addition,

the use-def chain c/lin → nc/lin introduced by SCCS
1 (i1, i2, i3) � SCCS

1 (h1)
now defines a dependence relationship c/cwa → nc/lin. As a result, the
code class is [[c/cwa → nc/lin]]. Note that other detection techniques such as
monotonic evolution [Wu et al. 2001] can also be used to recognize consecutively
written arrays. Consequently, the scenarios are a mechanism that enables the
use of XARK as a unified framework where compiler techniques with different
goals can be integrated and executed selectively based on the characteristics
of the source code.

The post-order traversal started from SCCA
1 (a1, a2, a3) continues, and

the conditional SCC use-def chain SCCA
1 (a1, a2, a3) � SCCS

1 (h1) is ana-
lyzed. On the one hand, Classify node(SCCS

1 (h1)) does not change the
contents of [[code]] because the node SCCS

1 (h1) has already been vis-
ited (see 2nd branch in Figure 12). On the other hand, the properties
of the SCC use-def chain do not match any scenario of TF� and thus
the default actions insert kernel(c/assig/lin,{SCCA

1 (a1, a2, a3)}) and
insert chain(SCCA

1 (a1, a2, a3) � SCCS
1 (h1)) are executed. The first action

ignores the new class c/assig/lin because it represents a kernel that is a
part of the consecutively written array c/cwa already included in [[code]]. The
compiler detects this situation by checking that the SCCs attached to c/cwa,
SCCA

1 (a1, a2, a3) and SCCS
1 (i1, i2, i3), are a superset of the SCCA

1 (a1, a2, a3)
associated with the new kernel class. Finally, the SCC use-def chain of the
second action is added to the set of SCC use-def chains between the kernel
classes of the consecutively written array and the loop index (see step 11 of
Figure 15).

The classification of the remaining chain SCCA
1 (a1, a2, a3) � SCCS

1 (t2)
is summarized in steps 12–17 of Figure 15. Thus, the analysis of
SCCS

1 (t2) � SCCS
1 (h1) leads to the recognition of a new kernel class by

running the default actions of TF�: insert the kernel class c/subs of the use
SCCS

1 (t2) and its dependence with the loop index h. The resulting code class
is [[c/cwa → nc/lin, c/subs → nc/lin]] (see step 15 of Figure 15). The last step
of the post-order traversal started from SCCA

1 (a1, a2, a3) is the execution of
TF� for SCCA

1 (a1, a2, a3) � SCCS
1 (t2). As shown in step 17 of Figure 15, the

compiler does not find any known scenario and executes the default actions
of TF�. First, the compiler attempts to insert the classes of the use-SCC
and the def-SCC in the code class. However, in this case the action fails
because the regular array assignment represented by SCCA

1 (a1, a2, a3) is a part
of the consecutively written array included in the the code class. And second, a
dependence relationship between the kernel classes c/cwa and c/subs defined
by SCCA

1 (a1, a2, a3) → SCCS
1 (t2) is inserted in [[code]]. The resulting code class

is [[c/cwa → nc/lin,c/subs → nc/lin,c/cwa → c/subs]].
In order to complete the analysis of the whole kernel graph, the kernel graph

classification algorithm starts a post-order traversal from SCCS
0 (t1, t3). Two

SCC use-def chains are found. On the one hand, SCCS
0 (t1, t3) ⇒ SCCS

1 (t2)
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Table II. Summary of Characteristics of the Benchmark Suite
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#Routines 273 608 103 258 1242
#Code lines 53173 60136 8286 27530 149125
#Loops analyzed 769 1245 293 651 2958
#Loops recognized 609 955 224 502 2290
%Loops recognized 79% 82% 76% 77% 77%

points to a node that has already been visited. Thus, TF⇒ is applied and
the virtual SCCS

0 (t1, t3) is attached to the kernel class c/subs of [[code]] (see
5th scenario of TF⇒ in Figure 13 and step 21 in Figure 15). The last step
of the algorithm addresses the analysis of the conditional SCC use-def chain
SCCS

0 (t1, t3) � SCCS
1 (h1), which executes the default actions and adds the

SCC use-def chain to the corresponding dependence in [[code]] (see step 24 in
Figure 15).

The code class [[c/cwa → nc/lin, c/subs → nc/lin, c/cwa → c/subs]] com-
puted by the kernel graph classification algorithm concisely represents
that the temporary variable t (captured by SCCS

1 (t2) and SCCS
0 (t1, t3)) is

used in the consecutively written array a (captured by SCCA
1 (a1, a2, a3) and

SCCS
1 (i1, i2, i3)) during the execution of the loop doh of Figure 2. Note that the

structural SCC use-def chains of the kernel graph are intrinsically represented
in the kernel classes c/cwa and c/subs, while the non-structural and the
conditional SCC use-def chain exhibit the dependence relationships between
a, t and h. Overall, the code class provides a hierarchical description of the
loop body as a set of kernels and a set of dependences between these kernels
that abstracts the implementation details of the source code. Thus, other
compiler techniques can benefit from the information captured in the code
class. As an example of the potential of this representation, Arenaz et al. [2004]
describe how the code class meets the information requirements of several
source-to-source code transformations in the scope of a parallelizing compiler.

6. EXPERIMENTAL RESULTS

The XARK compiler framework has been developed on top of the Polaris inter-
mediate representation [Blume et al. 1996] and includes all the stages shown in
Figure 2 (Polaris provides a translator of Fortran77 code into GSA form). Four
benchmark suites have been used in the experiments: the Fortran routines in-
cluded in SPEC CPU2000 [SPEC], the Perfect benchmarks [Berry et al. 1989],
the SparsKit-II library [Saad 1994] and the PLTMG (Piecewise Linear Triangle
Multi-Grid) code [Bank 2007]. SPEC and Perfect are well-known benchmarks
that have been extensively used in the literature. SparsKit-II and PLTMG have
been selected because their source codes contain plenty of irregular computa-
tions that cover the typical kernels found in full-scale applications. Table II
shows the size of the benchmarks in terms of number of routines and number
of code lines, and presents the percentage of loops recognized successfully by
the XARK compiler.
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Fig. 16. Failure reasons of the XARK compiler.

The automatic recognition of kernels is the basis for a variety of techniques
used in restructuring, parallelizing and optimizing compilers. Thus, Section 6.1
shows statistics about the different kernel families found in SPEC, Perfect,
SparsKit-II and PLTMG. Typical applications of this information are induction
variable substitution and the replacement of the code represented by a kernel
with a platform-optimized version of that code, for instance, the parallel com-
putation of an irregular reduction or a consecutively written array. Section 6.2
presents a characterization of array accesses at several levels of indirection
as this information is needed by different compiler techniques. Thus, many
data-dependence tests fail in the presence of nonlinear and subscripted sub-
scripts at indirection level one. Another example is cache behavior analysis,
which requires the characterization of the subscripts of all the references to an
array variable.

6.1 Recognition Results

The effectiveness of XARK has been measured in terms of the percentage of
recognized loops, that is, loops whose body is represented by a kernel graph
that does not contain any unknown kernel classes. The last row of Table II
shows that the percentage of success is 77% on average, ranging from 76% in
SparsKit-II up to 79% in SPEC.

A breakdown of the reasons why the recognition process fails is presented in
Figure 16. From a total of 668 unrecognized loops, 93% contain simple kernels
that are not recognized by the SCC classification algorithm because of (1) the
existence of SCCs of cardinality greater than one (SCC clas. alg.: |SCC| > 1 in
Figure 16), (2) the presence of SCCs with statements that belong to different
kernel classes (SCC clas. alg.: Stmts), and (3) several failure reasons that are not
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very frequent in the benchmarks (SCC clas. alg.: Others). The remaining 7% are
loops where the kernel graph classification algorithm either detects unknown
scenarios or it runs compile-time tests that do not lead to the recognition of
known compound kernels (Kernel graph clas. alg. in Figure 16).

The SCC classification algorithm focuses on the analysis of SCCs with car-
dinality zero and one. Thus, the primary failure reason is SCC clas. alg.:
|SCC| > 1, which prevents the characterization of the computations carried
out in 51% of the 668 unrecognized loops. Note that this limitation of the recog-
nition algorithm affects 81% of the unrecognized loops in SparsKit-II. A prelim-
inary manual analysis revealed that SCCs with cardinality greater than one
represent, for instance, swap operations between scalars and between array
elements, mutual induction or mutual array recurrences [Redon and Feautrier
1993; Zhang and D’Hollander 1994; Pinter and Pinter 1994]. From the loops
that only contain SCCs of cardinality zero and one, SCC clas. alg.: Stmts indi-
cates that 23% of loops are not recognized successfully because at least one SCC
is composed of statements (i.e., assignment operator = in procedure Classify()
of Figure 8) that are assigned different classes by the SCC classification algo-
rithm. For instance, such SCCs capture a combination of array assignments
and array reductions with regular and irregular access patterns, as well as
a complex control flow. Finally, the remaining 19% corresponds to loops that
contain, for instance, infrequently used Fortran operators or variations in the
implementation of known kernels whose recognition would require the tuning
of the transfer functions of the SCC and kernel graph classification algorithms.

The analysis of the code classes that characterize the loops of the benchmark
suites revealed that, although real codes contain a great variety of different
code classes, all of them are built on top of a small set of kernels. Table III
summarizes the number of kernels found in SPEC, Perfect, SparsKit-II and
PLTMG, the last column showing the results for the four benchmark suites.
The eight kernel families distinguished in Table I are considered: assignments
(covering 66% of the kernels), inductions (9%), maps (0, 5%), reductions (10%),
masks (0, 5%), array recurrences (3%), reinitialized kernels (1%), and complex
written arrays (10%). The vast majority of kernels (65%) are scalar assignments
and regular array assignments. Inductions and reductions, which have been
the focus of an intensive research activity during the last decade, cover up to
19% of the recognized kernels. More specifically, the benchmarks contain 730
linear inductions, 76 polynomial inductions, 162 geometric inductions, 1047
non-gated reductions and 18 gated reductions (16 scalar minimum/maximum
reductions - 5 of them with index -, and 2 regular array reductions). Note that
these numbers do not include the inductions and reductions that appear as a
part of the 11% of reinitialized kernels (102 linear inductions, 9 scalar maps, 51
non-gated reductions and 1 scalar minimum/maximum reduction) and complex
written arrays. Finally, the remaining 5% of recognized kernels corresponds
to irregular array assignments, maps, masks and array recurrences. Despite
this low percentage, the recognition of these kernels is necessary in order to
fully characterize real applications. It should be noted that the experiments
have led to find new kernels that have not been studied in the literature, in
particular, array maps, irregular array recurrences, consecutively reduced (and
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Table III. Collection of Kernel Families Recognized by XARK

Kernel Family SPEC Perfect SparsKit-II PLTMG Total

Assignments 3213 2568 396 1026 7203
scalar assignment 2008 1772 196 503 4479
regular array assignment 1201 789 129 456 2575
irregular array assignment 4 7 71 67 149

Inductions 170 617 38 143 968
linear induction 100 494 36 100 730
polynomial induction 5 66 0 5 76
geometric induction 65 57 2 38 162

Maps 0 0 0 46 46
scalar map 0 0 0 44 44
regular array map 0 0 0 2 2

Reductions 350 427 67 221 1065
scalar reduction 34 146 21 105 306
regular array reduction 309 259 10 86 664
irregular array reduction 4 19 30 24 77
scalar minimum/maximum reduction 1 3 6 6 16
regular array minimum/maximum reduction 2 0 0 0 2

Masks 6 2 8 24 40
scalar find&set 2 1 2 13 18
regular array find&set 4 1 4 6 15
irregular array find&set 0 0 2 5 7

Array recurrences 142 149 29 66 386
regular array recurrence 142 139 25 51 357
irregular array recurrence 0 10 4 15 29

Reinitialized kernels 15 123 12 13 163
induction 7 91 4 0 102
map 0 0 0 9 9
reduction 8 32 8 4 52

Complex written arrays 46 628 240 133 1047
consecutively written array 22 322 229 109 682
consecutively reduced array 24 241 0 0 265
consecutively recurrenced array 0 8 3 24 35
segmented consecutively written array 0 57 8 0 65
segmented consecutively reduced array 0 3 0 0 3

recurrenced) arrays and segmented consecutively reduced (and recurrenced)
arrays (see collection of kernels in Section 3).

Experiments about the classes of kernels that appear in loops with regular
and irregular computations have also been conducted. Hereafter, an irregu-
lar loop is a loop whose body fulfills at least one of the following constraints:
first, the assignment statements contain array references at indirection levels
greater than one; and second, the condition of the if-endif constructs contain
array references at indirection level greater than zero. Note that these con-
straints introduce data dependences and control dependences that cannot be
determined at compile-time, respectively. A loop that does not fulfill any of
these constraints is a regular loop. From 2958 analyzed loops, 438 (15%) con-
tain irregular computations. More specifically, in 262 loops (9%), irregularity
is due to the presence of array assignments, array reductions, array masks
and array recurrences with irregular access patterns. The irregularity of the
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Fig. 17. Distribution of kernel families (excluding scalar assignments and regular array assign-
ments) in regular and irregular loops.

remaining 176 loops (6%) is due to the existence of either array references in
the conditions of if-endif constructs, or read-only subscripted array references
used in the computations of other kernels. Figure 17 exhibits the differences
between the classes of kernels that appear in regular and irregular loops. For
clarity, scalar assignments and regular array assignments have not been in-
cluded because they cover 65% of the kernels on average. Inductions are by far
the most frequent kernels in both regular and irregular loops. Note that they
appear as simple kernels as well as a part of reinitialized kernels and complex
written arrays. Furthermore, the figure shows which is the set of kernels with
irregular access patterns that appear only in irregular loops, namely, irregu-
lar array assignments, scalar maps, irregular array reductions, irregular array
find&sets and irregular array recurrences. This is because, in regular loops, the
subscripts of the array references do not depend on other array references and
can be rewritten in terms of the index variables of the enclosing loops.

6.2 Array Access Analysis

The goal of these experiments is to find out which are the types of subscript
expressions that are most often used in real applications. For each indirec-
tion level, the subscripts in each array dimension were classified into six cat-
egories that capture the structure of the subscripting functions. Finally, the
number of times each category of access pattern occurs in the benchmarks was
counted. Figure 18 shows the frequency of each category with respect to the to-
tal number of subscripts. The six categories are related to the classes of scalar
non-gated SCCs of the taxonomy of Figure 6 as follows: invariant ((n)c/inv),
linear (nc/lin), polynomial or geometric (nc/poly, nc/geom), monotonic (c/lin,
c/poly, c/geom), subscripted ((n)c/reduc, (n)c/map, (n)c/subs) and unknown
((n)c/unk). Subtotals for indirection levels one (il = 1) and greater than one
(il > 1), and totals for all indirection levels (last column Totals) are presented.
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Fig. 18. Distribution of access patterns at indirection level (il ) one and greater than one. Totals
for all indirection levels are also presented.

The results for indirection level one reveal the different nature of the com-
putations involved in the benchmarks. On the one hand, SPEC and Perfect
contain less than 5% of subscripted subscripts distributed among a small num-
ber of irregular loops (only 13 of 769 and 56 of 1245, respectively; see Table II).
In contrast, SparsKit-II and PLTMG contain more than 18% of subscripted
subscripts distributed among a significant number of loops (the number of ir-
regular loops is 145 of 293 and 224 of 627, respectively). In addition, SparsKit-II
contains 6% of monotonic access patterns, which introduces an additional com-
plexity from the point of view of automatic program analysis. On the other
hand, SPEC and Perfect benchmarks contain more than 95% (756 of 769 and
1189 of 1245, respectively) of loops with regular computations. The results of
Figure 18 show that, on average, 89% of array accesses are invariant (20%) or
linear (69%). Although the access patterns found in SparsKit-II and PLTMG
are invariant and linear as well, the amount of regular loops is 48% only.

Regarding the access patterns at indirection levels greater than one, the
experiments show that 82% are regular. More specifically, all of them fit into
three categories only: invariant (27%), linear (55%) and subscripted (8%). Note
that 100% of access patterns are either invariant or linear in SPEC and Perfect,
while SparsKit-II and PLTMG contain 69% and 12% of subscripted subscripts,
respectively. The existence of array references with multiple levels of indirection
remarks the irregular nature of the computations carried out in SparsKit-II and
PLTMG.

7. DISCUSSION

7.1 Robustness

The detection of SCCs in SSA-like representations was shown to be an effective
approach for the recognition of kernels in codes with complex control and data
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flows. Such approach captures the flow of values of a program and thus provides
robustness against different codifications of a given kernel. XARK introduces
a higher degree of robustness through the definition of the cardinality of an
SCC. For illustrative purposes, consider the two intermediate representations
of an array recurrence shown in Figure 19. The Polaris compiler translates
each source code statement into one AST with tree nodes that represent n-
ary operations. In contrast, GCC breaks each source code statement into a
set of ASTs where operations are split into 3-address form, using temporary
variables to hold intermediate values. In both cases, the array recurrence is
represented by one SCC of cardinality one associated to the source code variable
a. In Polaris, the SCC classification algorithm traverses one AST and classifies
the right-hand side a(wa)+1 in the classification context < a(i), , 2, 0 > given
by the left-hand side a(i), the position , the level 2 and the indirection level
0. However, for the SCC classification algorithm to have success in GIMPLE,
the classification context has to be propagated from the use of the temporary
T in a(i)=T+1 to the right-hand side of its definition statement T=a(wa). This
issue is handled in the SCC classification algorithm whenever the analysis of an
AST that has not been visited is launched (see Figure 8, procedure Classify(),
case = in the switch statement).

Overall, the kernel recognition is robust against source code transformations
that introduce temporaries and other structural changes that do not change
the SCC graph conditional dependences and individual SCC cardinalities. As
a result, the XARK compiler framework can be used at different phases of the
compilation process.

7.2 Time Complexity

The XARK compiler addresses kernel recognition in two phases. In the first
phase, the SCC classification algorithm traverses the forest of ASTs in a
demand-driven manner so that the operator represented by each tree node
is classified only once and its kernel class is reused subsequently. Thus, the
construction of the kernel graph takes O(N + E) time, where N is the number
of tree nodes in the forest of ASTs and E is the number of use-def chains in
the GSA graph. In the second phase, the kernel graph classification algorithm
traverses the kernel graph in a demand-driven manner analyzing all SCCs and
all SCC use-def chains only once. As a result, the construction of the code class
takes O(Nscc + Escc) time, where Nscc and Escc are the number of SCCs and
SCC use-def chains, respectively. For illustrative purposes, approximations of
size of the intermediate representations built by XARK are as follows. Regard-
ing the forest of ASTs combined with GSA graph, N + E is 137223, 412065,
1645682 and 1762616 in SparsKit-II, PLTMG, SPEC and Perfect, respectively.
Regarding the kernel graph, Nscc + Escc is 35163, 106845, 530316 and 587993
in SparsKit-II, PLTMG, SPEC and Perfect, respectively. Approximations of the
running time (in seconds) of the XARK compiler for the benchmarks SparsKit-
II, PLTMG, SPEC and Perfect are 11s, 103s, 170s and 266s, respectively. Note
that the increase of the running time is proportional to the total number of
nodes and edges of the intermediate representations built by XARK.
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Fig. 19. Example of loop that contains a linear induction (variable i), an array recurrence (variable
a), and a scalar wrap-around kernel (variable wa).

7.3 Extensibility

The classification algorithms of XARK hinge on a demand-driven post-order
traversal of the forest of ASTs and the kernel graph, as well as on the application
of a transfer function at each tree node. A transfer function derives a kernel
class for an operation taking into account not only the kernel classes of the
operands, but also the classification context of the corresponding operator. This
design makes kernel recognition easier to implement and maintain, as well as
more powerful.

For illustrative purposes, consider the recognition of wrap-around variables.
In this kernel, a scalar variable is assigned a value from outside a loop in the
first iteration, and then takes the value of an induction variable for the remain-
der of the iterations. The detection of wrap-around variables is important for
optimizing compilers because the first loop iteration may be peeled off, and the
wrap-around variable may be treated as an induction variable. In Figure 19,
there is a use of a wrap-around variable wa at the array assignment statement
a(i)=a(wa)+1. Within a(wa), the reference to wa has the value n in the first iter-
ation and the value of the linear induction variable i on subsequent iterations.
Typically, recognition is carried out in a separate pattern-matching phase run
after induction variable detection that checks that the wrap-around variable is
used in the loop before being assigned. Within the XARK compiler, the scalar
assignment wa=i is represented by a scalar trivial SCC. The demand-driven
nature of the SCC classification algorithm assures that the linear induction
variable i is recognized before classifying its use at the right-hand side of wa=i.
Thus, the use of i is classified as nc/lin. In order to recognize wa properly, the fol-
lowing extensions must be performed. First, the transfer function TFid checks
that the use of i occurs at level 2 at the right-hand side of the statement wa=i. If
the test is successful, the trivial SCC is annotated as a candidate wrap-around.
Second, TFid must assure that the assignment statement of the wrap-around
variable post-dominates all the statements where it is used, which assures that
the wrap-around variable is set to a new value before proceeding to the next
loop iteration. This is accomplished as follows. When a use of wa is found during
the execution of the SCC classification algorithm and a dependence relation-
ship between the SCCs is established, TFid must check the post-dominance
relationship between the use and the definition statements. If the test suc-
ceeds in all cases, the annotation of the class of the trivial SCC as candidate is
cleared.
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Overall, the extension of the XARK compiler is accomplished by adding new
transfer functions for any new operator represented as a tree node in the com-
piler intermediate representation, and by adding new rules to the transfer
functions that will enable the recognition of user-defined kernels. Finally, note
that appropriate compile-time tests must be implemented when needed.

8. RELATED WORK

Following the five-level classification of kernel recognition techniques presented
in Figure 1, the algorithms of the XARK compiler framework are compared
with other approaches that work at the domain-independent concept level (Sec-
tion 8.1) and at the domain-specific concept level (Section 8.2). In addition,
XARK is compared with some frameworks proposed in the literature that carry
out advanced symbolic analysis (Section 8.3).

8.1 Kernel Recognition at the Domain-Independent Concept Level

There is an extensive literature about kernel recognition. A pattern-matching
technique oriented to find parallel loops in the scope of a parallelizing com-
piler is proposed in Pottenger and Eigenmann [1995]. The method matches
the statements of a loop body to a set of predefined patterns that character-
ize linear inductions as well as scalar and array non-gated reductions. For the
recognition of array reductions, a data-dependence test analyzes the matched
reduction variables in order to prove that all loop iterations reference different
elements of the reduction array. The main limitation is that neither other types
of kernels nor complex control flows can be handled. In addition, variations in
the programming style have a great impact on the effectiveness of the approach
because source code statements are matched directly.

Jouvelot and Dehbonei [1989] and Ammarguellat and Harrison [1990] use
abstract interpretation to derive symbolic expressions that summarize the ef-
fect of a loop on each variable assigned in the loop body. A set of grammar rules
determines the symbolic value associated with each operator of the source code
(i.e., expressions and statements). Next, such symbolic expressions are pattern-
matched to a data-base of known kernels. These methods are able to recognize
some forms of inductions as well as scalar and array reductions. In addition,
Ammarguellat and Harrison [1990] detect array recurrences, including some
complex forms such as mutual array recurrences. These kernels are only a
small fraction of the collection of kernels recognized by the XARK compiler. In
addition, these works do not address the analysis of the dependences between
the kernels in order to recognize compound kernels.

Callahan [1991] presents a framework for the parallelization of loops whose
computations can be represented as a generalization of a parallel prefix opera-
tion. The recognition algorithm uses the SCCs of the data-dependence graph to
compute composable symbolic functions that represent the computations car-
ried out in a loop. The approach handles loops without if-endif constructs, and
only recognizes kernels from the family of array recurrences, including mutual
array recurrences. Fisher and Ghuloum [1994] propose a similar framework
that is able to handle complex control flows and that recognizes the kernels
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included in the families of inductions, reductions and array recurrences, includ-
ing mutual inductions and mutual array recurrences. However, the frameworks
require aggressive symbolic analysis and were not evaluated extensively using
well-known benchmark suites. Furthermore, their ability to discover kernels
characterized by irregular access patterns (e.g., irregular array reductions) has
not been demonstrated in practice.

Suganuma et al. [1996] present a reduction detection algorithm based
on the analysis of equations that are built using the information in the
data-dependence graph of the source code. First, for each assignment statement
in a loop body, an equation that captures the left-hand side, the right-hand side,
and the set of predicates that guard the execution of a statement is computed.
Second, the equations of the statements of each candidate SCC are merged and
the result is matched against a set of templates that characterize reductions.
Candidate SCCs are selected by preprocessing the loop with scalar privati-
zation techniques. Although complex control flows are handled, the scope of
application is limited to the family of reductions.

The symbolic differencing method proposed by Haghighat and Poly-
chronopoulos [1996] consists of executing a few iterations of a loop body
symbolically and saving the symbolic value of each expression at each iter-
ation in a difference table. Next, polynomial and geometric progressions are
recognized by interpolating the sequence of symbolic values of each expression.
The method requires extensive symbolic expression manipulation, but it is the
most powerful technique for the recognition of the family of inductions.

van Engelen [2001] addressed the recognition of conditional and non-
conditional inductions (and even factorials and exponentials) by building chains
of recurrences that represent the value of the induction variable across the it-
erations of a loop. Symbolic manipulation is used to rewrite the chains of re-
currences as the algorithm proceeds. Unlike the symbolic differencing method,
periodic sequences cannot be implicitly handled.

In contrast to techniques based on the analysis of the SCCs of the
data-dependence graph of the source code, other methods address recognition
through the SCCs of a graph that captures data flow information about
the program. Thus, Redon and Feautrier [1993] compute an ad-hoc graph
that captures the single assignment information of the source code. Such
graph is used to build a system of linear recurrence equations, which is later
simplified by computing closed-form expressions through pattern-matching
techniques. Due to its high computational cost, this approach is not applicable
in practice. In addition, only non-conditional kernels and array references
with linear access patterns are handled. Pinter and Pinter [1994] propose a
general algorithm based on the construction of the computation graph, which
is built from three copies of a dependence graph that represents the initial,
a middle and the final iteration of a loop. Recognition is based on matching
and replacing graph patterns in order to simplify the computation graph
until the most complex kernels can be detected. The simplification process is
governed by a grammar that defines the replacement rules as well as the order
in which these rules are applied. The approach recognizes reductions, array
recurrences and even some compound kernels such as reinitialized scalar and

ACM Transactions on Programming Languages and Systems, Vol. 30, No. 6, Article 32, Pub. date: October 2008.



Extensible Framework for Automatic Recognition of Computational Kernels • 32:51

array reductions. In contrast to XARK, this method requires a preprocessing
stage that applies standard loop-level compiler optimizations (e.g., dead-code
and dead-store elimination, loop distribution and unrolling) in order to expose
the kernels in the computation graph. In addition, its main drawback is the
limited support for the analysis of if-endif constructs and arrays (e.g., irregular
access patterns are not handled).

Gerlek et al. [1995] present a demand-driven classification method mainly
devoted to discover generalized inductions in loop bodies. Recognition is ad-
dressed through the analysis of the SCCs of the data-dependence graph of the
Static Single Assignment (SSA) form. Like the GSA-based SCC classification
algorithm included in XARK, transfer functions that encode the kernels are
defined for each operator of the code in SSA form. Next, the kernels are dis-
covered as a result of applying the transfer functions during the execution of
a post-order traversal of the abstract syntax trees of the SSA statements. The
main drawback is that array references cannot be handled because the SSA
form only captures reaching definition information of scalar variables.

Overall, the XARK framework is able to recognize most of the kernels ad-
dressed in the other techniques, even in codes with complex control flows. Un-
like previous works, XARK has been extensively evaluated using well-known
benchmarks suites, not a small set of isolated loops. It should be noted that
XARK has been designed so that it can be easily extended to recognize new ker-
nels. This characteristic enabled the recognition of kernels that had not been
studied in the literature so far (e.g., segmented consecutively written/reduced
array) during the evaluation process.

8.2 Kernel Recognition at the Domain-Specific Concept Level

There is a vast literature about the automatic recognition of kernels that
capture the knowledge and the problem solving methods of specific applica-
tion domains. The approaches vary considerably in their application domain,
goal, methodology and status of implementation. In the scope of automatic
parallelization of scientific codes, Sabot and Wholey [1993], Bhansali and
Hagemeister [1995], Metzger [1995], di Martino and Iannello [1996], Keßler
[1996], and Keßler and Smith [1999] discover linear algebra operations (e.g.,
equation system solvers, FFT, matrix-matrix product) that are later replaced
with equivalent efficient parallel programs, possibly from a machine-specific li-
brary. Other techniques [Harandi and Ning 1990; Wills 1990; Kozaczynski et al.
1992; Paul and Prakash 1994] focus on software re-engineering, where search-
ing through large amounts of source code to locate relevant information is a
critical task. In order to emphasize the difference between domain-independent
and domain-specific automatic recognition, in the following, the terms kernel
and concept will be used, respectively.

According to the five-level classification presented in Figure 1, concept recog-
nition is the highest abstraction level in automatic recognition, and thus it en-
ables the most aggressive program transformations and optimizations. How-
ever, in order to handle all the complexity of real-world application domains,
two main issues must be addressed: the definition of a concept classification
hierarchy and the definition of an efficient search strategy. The hierarchy
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captures the information about the subconcepts that compose a concept and
about the constraints on and between the subconcepts. Hierarchies are usu-
ally implemented as large libraries that guide the recognition process (e.g., the
number of concepts is 91 in Keßler [1996] and 492 in Metzger [1995]). Thus, it is
desirable to define an efficient search strategy that supports partial recognition
of programs in domains where knowledge is incomplete.

The XARK compiler provides an extensible, general-purpose kernel recog-
nition technique that can be used as a basis for the recognition of concepts in
the scope of different application domains. This article has presented experi-
mental evidence that a small hierarchy of kernels suffices to represent a wide
spectrum of applications. In addition, it shows that encoding the properties of
the kernels as transfer functions, enables the implementation of an efficient
and robust classification algorithm. Note that the code class built by XARK
supports partial recognition by classifying into unknown kernel classes those
parts of the program whose computations could not be recognized successfully.

8.3 Compiler Frameworks for Advanced Symbolic Analysis

In van Engelen et al. [2004] a unified framework for nonlinear dependence test-
ing and symbolic analysis (e.g., value range analysis and array region analysis)
is proposed. The core of the framework is the computation of chains of recur-
rences that represent the updating of the variables assigned in a loop body. An
algorithm that uses this information to recognize generalized inductions even
in the presence of complex if-endif constructs is described. The XARK com-
piler has been successfully applied to predict and understand the behavior of
memory hierarchy [Andrade et al. 2007] by building and manipulating chains
of recurrences that represent the memory accesses of array references. Thus,
extending XARK to fully support the chains of recurrences formalism would
widen its scope of application by providing a standard interface with other
compiler techniques. Furthermore, XARK builds a hierarchical representation
of the source code as kernels and dependence relationships between kernels,
which enables optimizing and parallelizing compilers to apply restructuring
techniques that go far beyond induction variable substitution. An example ap-
plication was presented in Arenaz et al. [2004], where XARK was used as a
powerful information-gathering infrastructure to generate parallel code based
on the recognition of kernels (e.g., irregular array assignment and irregular
array reduction).

Fahringer and Scholz [2000] presented a unified framework that collects
symbolic information about program variables at arbitrary program points.
The information includes variable values, assumptions and constraints about
such variable values, and conditions under which control flow reaches a pro-
gram statement. In addition, the framework recognizes inductions by solving a
system of equations that represent as first-order logic formulae the initial value
of the induction variable, its updating and the loop exit condition. In contrast,
the XARK compiler extracts program information at the kernel level, which en-
ables the characterization of the computations carried out in a set of statements,
not in a single statement only. Furthermore, XARK recognizes many important
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kernels that are not addressed in Fahringer and Scholz [2000], specially array
kernels such as irregular reductions, array recurrences or consecutively written
arrays. Overall, XARK provides parallelizing and optimizing techniques with a
unified framework that enables more aggressive program transformations and
optimizations.

9. CONCLUSIONS

This article has presented and evaluated the XARK compiler framework for
automatic recognition of frequently used program constructs. XARK builds a
hierarchical representation of the program in terms of kernels and dependences
between kernels. The internals consist of two GSA-based demand-driven algo-
rithms that use the strongly connected components of the GSA graph and the
dependences between the SCCs as a guide for the analysis of the data depen-
dences and the control flow of a program. This form of analysis is clearly a
more general solution than previous approaches, which focus on the detection
of specific and isolated kernels and do not provide a general-purpose recognition
algorithm that covers scalar and array kernels in a unified manner.

The key characteristics of the demand-driven compiler framework con-
tributed in this paper are: (1) completeness, as the GSA-based algorithms recog-
nize kernels that involve integer-valued and floating-point-valued scalar and
array variables, as well as if-endif constructs that introduce complex control
flows; (2) robustness against different versions of a kernel; and (3) extensibil-
ity, as the addition of new recognition capabilities is accomplished through the
modification of a set of transfer functions that encode the characteristics of the
kernels.

The extensibility and the demand-driven nature of XARK widen its scope of
application beyond automatic kernel recognition. On the one hand, the transfer
functions of the GSA-based algorithms can be used in an optimizing compiler
as a common information-gathering phase to build an interface that meets the
specific information requirements of other compiler passes. Examples of inter-
faces that have already been integrated in XARK are some parallelizing code
transformations and an analytical model for the prediction of cache memory be-
havior. On the other hand, XARK supports the chains of recurrences formalism.
This characteristic provides a standard interface with other widely used com-
piler techniques, such as induction variable substitution, value range analysis,
array region analysis or data-dependence testing.

Another relevant contribution of this paper is the definition of a comprehen-
sive collection of kernels that cover both regular and irregular computations,
their organization into sets of families, and the identification of new kernels
that appear in real codes but whose study has not been addressed so far. Over-
all, this work has shown that a significant amount of the regular and irregular
computations carried out in full-scale real applications can be characterized
using a small set of kernels.
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